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Preface

Drug interactions and adverse drug effects have received much attention since studies
published in daily newspapers have shown that they result in upwards of 100,000
Americans each year being hospitalized or remaining hospitalized longer than necessary,
as well as leading to the death of a number of patients. Use of multiple drugs (8–12 on
average in hospitalized patients) is common in a number of therapeutic regimens. In
addition to multiple drug therapy, a patient may have access to several prescribers, and
may have predisposing illnesses or age as risk factors for interactions. Drug interactions
may occur between prescription drugs, but also between food and drug, and chemical
and drug. Whereas some may be adverse, interactions may also be sought to decrease
side effects or to improve therapeutic efficacy.

Combining drugs may cause pharmacokinetic and/or pharmacodynamic interactions.
Pharmacokinetic mechanisms of interaction include alterations of absorption, distribution,
biotransformation, or elimination. Absorption can be altered when drugs that alter pH or
motility are co-administered, as seen with certain antiulcer or antidiarrheal medications,
or when drugs are chelators or adsorbents (tetracyclines and divalent cations,
cholestyramine, and anionic drugs). Distribution variations can result from competition
for protein binding (sulfa drugs and bilirubin binding to albumin) or displacement from
tissue-binding sites (digitalis and calcium channel blockers or quinidine). Induction of
gene expression (slow), activation or inhibition (much quicker) of liver and extrahepatic
enzymes such as P450, and conjugating enzymes have long found a place of choice in
the literature describing the potential for adverse drug interactions resulting from altered
metabolism. For example, induction is well described with the major anticonvulsant
medications phenytoin, carbamazepine, and barbiturates, whereas inhibition can occur
with antimicrobials from the quinolone, the macrolide, and the azole families. Finally,
excretion can also be modified by drugs that change urinary pH, as carbonic anhydrase
inhibitors do, or change secretion and reabsorption pathways, as probenecid does.
Pharmacokinetic interactions in general result in an altered concentration of active drug
or metabolite in the body, modifying the expected therapeutic response.

A second form of interaction has received little attention because of its modeling
complexity and perhaps the poor understanding of basic physiological, biochemical, and
anatomical substrates for drug action. Pharmacodynamic interactions involve additive
(1 + 1 = 2), potentiating (0 + 1 = 2), synergistic (1 + 1 = 3), or antagonistic (1 + 1 = 0)
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effects at the level of receptors. Receptors are mainly proteins, such as enzymes
(acetylcholinesterase, angiotensin-converting enzyme, for example), transport proteins
(digitalis and Na+/K+ ATPase), structural proteins (colchicine and tubulin), or ion channels
(Class I antiarrhythmics and voltage-dependent sodium channels). Large families of
receptors to drugs involve signal transduction pathways and changes in intracellular second
messenger concentrations (autonomic nervous system drugs and α, β, muscarinic receptors,
for example). Finally, even less understood are interactions at the level of nucleic acids
such as DNA and RNA, which can change the levels of expression of key proteins in target
tissues (tolerance, tachyphylaxis of numerous central nervous system drugs).

Handbook of Drug Interactions: A Clinical and Forensic Guide addresses both
types of drug interactions, emphasizing explanations when possible, and careful review
of the general pharmacology. The result, we hope, will prove useful to health and forensic
professionals as well as medical, pharmacy, nursing and graduate students alike.

Ashraf Mozayani
Lionel P. Raymon

vi Preface
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Chapter 1

Drug Interactions

with Benzodiazepines

Epidemiologic Correlates with Other

CNS Depressants and In Vitro Correlates

with Inhibitors and Inducers of Cytochrome

P450 3A4

David E. Moody, PhD

From: Handbook of Drug Interactions: A Clinical and Forensic Guide
A. Mozayani and L. P. Raymon, eds. © Humana Press Inc., Totowa, NJ

3

1

1. GENERAL INFORMATION ABOUT BENZODIAZEPINES

1.1. Introduction

The purpose of this chapter is to examine the drug interactions that occur with ben-

zodiazepines and discuss the relevance of these interactions to the field of medicine

in general with an emphasis on forensic toxicology. Because of the diverse nature of

the benzodiazepines, some time has been taken to introduce this class of drugs. This

introductory material has drawn upon some basic reference material and reviews (1–8),

and is not otherwise referenced, except for specific points that did not come from these

references. The primary literature will be more thoroughly cited in later sections pre-

senting evidence of interactions with other central nervous system (CNS) depressants

and specific enzyme involvement in the metabolism of benzodiazepines and drug

interactions.

The benzodiazepines are a class of a relatively large number of drugs that share

a common chemical structure and have anxiolytic to sedative action on the CNS. Chlor-

diazepoxide was first introduced in the 1960s, followed by diazepam, flurazepam, and
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oxazepam. Since that time a number of benzodiazepines have been introduced. In the

latest edition (1999) of Martindale (7), at least 43 benzodiazepines were listed (Table 1).

Most were found in the section on anxyolytic sedatives hypnotics and antipsychotics;

one, clonazepam, was listed in the antiepileptics section. Of these 43 benzodiazepines

only 12 are cross-listed in the latest edition (2002) of the Physicians’ Desk Reference

(Table 1; 8); indicating their approval for use in the United States.

Many benzodiazepines are now made by more than one pharmaceutical house, or

more than one subsidiary of a pharmaceutical house, and therefore have more than one

trade name. A single example of trade names has been listed in Table 1, along with an

associated manufacturer.

To understand the importance of drug interactions with benzodiazepines, a basic

understanding of their pharmacodynamic action is required, along with the related

therapeutic use. In addition, because many of the drug interactions are of a pharmaco-

kinetic nature, the chemical structure and metabolism of the benzodiazepines must be

appreciated.

1.2. Pharmacodynamics (Briefly),

Uses, and Adverse Effects of Benzodiazepines

Most of the effects of benzodiazepines arise from their action on the CNS. Within

the CNS the major molecular targets of the benzodiazepines are inhibitory neurotrans-

mitter receptors directly activated by the amino acid, �-aminobutyric acid (GABA).  Ben-

zodiazepines have been shown to bind and modulate the major GABA receptor in the

brain, GABAA, while GABAB receptors are not altered by benzodiazepines. The GABAA

receptor is an integral membrane chloride channel that mediates most of the rapid inhib-

itory neurotransmission in the CNS. Benzodiazepines, unlike barbiturates that also bind

GABAA, act only in the presence of GABA. Typical benzodiazepine agonists increase

the amount of chloride current generated by GABAA activation, potentiating the effect

of GABA throughout the CNS. Bicuculline, an antagonist of GABAA, reduces the behav-

ioral and electrophysiological effects of benzodiazepines, and a benzodiazepine analog,

flumazenil, that potently and selectively blocks the benzodiazepine binding site, is used

clinically to reverse the effects of high doses of benzodiazepines (4).

These CNS depressive effects result in anxiolytic, muscle relaxant, hypnotic, anti-

grade amnesia, anticonvulsant, and sedative effects that define the therapeutic uses of

benzodiazepines (Table 2). Although the proper dose of any one benzodiazepine will

produce many of these effects, some benzodiazepines are more appropriate for certain

uses than others. In large part, this is dictated by the therapeutic half-life of the drug.

Benzodiazepines are generally classified as short- (0–6 h), intermediate- (6–24 h), or

long-acting (>24 h); some texts, however, will just use short- (0–24 h) and long-acting

(>24 h) designations. Benzodiazepines used as anticonvulsants are long-acting and have

rapid entry into the brain. Short- to intermediate-acting benzodiazepines are favored

for treatment of insomnia. Short-acting benzodiazepines are used as preanesthia agents

for sedation prior to surgery. Long-acting or multidose shorter-acting benzodiazepines

are generally used as anxiolytics. The use of benzodiazepines listed in Martindale, along

with their half-life, route(s) of administration, and normal range of doses, is presented

in Table 3.



1. Drug Interactions with Benzodiazepines 5

Table 1
Benzodiazepines Listed in the 32nd Edition of Martindale (1999)

Representative Representative
Generic Name Trade Name Manufacturer CAS #

Adinazolam None Upjohn, USA 37115-32-5

Alprazolama Xanax (others) Upjohn, USA 28981-97-7

Bentazepam Tiadipona Knoll, Sp 29462-18-8

Bromazepam Lexotan (others) Roche, UK 1812-30-2

Brotizolam Lendormin B.I., Ger 57801-81-7

Camazepam Albego Daker Farmasimos, Sp 36104-80-0

Chlordiazepoxidea Librium (others) Roche, USA 438-41-5

Cinolazepam Gerodorm Great, Aust 75696-02-5

Clobazam Frisium Hoechst, UK 22316-47-8

Clonazepama Klonopin (others) Roche, USA 1622-61-3

Clorazepatea Tranxene (others) Abbott, USA 20432-69-3

Clotiazepam Clozan (others) Roerig, Belg 33671-46-4

Cloxazolam Akton (others) Excel, Belg 24166-13-0

Delorazepam En Ravizza, Ital 2894-67-9

Diazepama Valium (others) Roche, USA 439-14-5

Estazolama Prosom (others) Abbott, USA 29975-16-4

Ethyl Lorazepate Victan (others) Clin Midy, Fr 29177-84-2

Etizolam Depas (others) Fournier, Ital 40054-69-1

Fludiazepam Erispan Sumitomo, Jpn 3900-31-0

Flunitrazepam Rohypnol (others) Roche, UK 1622-62-4

Flurazepama Dalmane (others) Roche, USA 1172-18-5

Halazepam Paxipam (others) Schering-Plough, Ital 23092-17-3

Haloxazolam Somelin Sankyo, Jpn 59128-97-1

Ketazolam Solatran (others) SmithKline Beecham, Sw 27223-35-4

Loprazolam Dormonoct (others) Hoechst Marian Russell, Belg 61197-73-7

Lorazepama Ativan (others) Wyeth-Ayerst, USA 846-49-1

Lormetazepam Loramet (others) Wyeth, Sw 848-75-9

Medazepam Rudotel OPW, Ger 2898-12-6

Metaclazepam Talis Organon, Ger 65517-27-3

Mexazolam Melex Sankyo, Jpn 31868-18-5

Midazolama Versed Roche, USA 59467-96-8

Nimetazepam Ermin Suitomo, Jpn 2011-67-8

Nitrazepam Mogadon (others) Roche, UK 146-22-5

Nordiazepam Vegesan (others) Mack, Sw 1088-11-5

Oxazepama Serax (others) Wyeth-Ayerst, USA 604-75-1

Oxazolam Serenal Sankyo, Jpn 24143-17-7

Pinazepam Domar (others) Teoforma, Ital 52463-83-9

Prazepam Demetrin (others) Parke, Davis, Sw 2955-38-6

Quazepam Doral (others) Wallace, USA 36735-22-5

Temazepama Restoril (others) Sandoz, USA 846-50-4

Tetrazepam Myolastan (others) Sanofi Winthrop, Fr 10379-14-3

Tofisopam Grandaxin Hung 22345-47-7

Triazolama Halcion Upjohn, USA 28911-01-5

Note: Benzodiazepines listed in the 32nd edition of “Martindale The Complete Drug Reference,
(1999)” (7). When more than one trade name was listed (noted as “other”), either the U.S. or most
common one was chosen; a representative manufacturer was selected for listing.

aAlso listed in the 2002 edition of the “Physicians Desk Reference” (2002) (8).



6                                                                                                Moody

Drowsiness, sedation, and ataxia are the most frequent adverse effects of benzodi-

azepine use. They generally decrease on continued administration and arise from the

CNS depressive effects of benzodiazepines. Less common adverse effects include ver-

tigo, headache, mental depression, confusion, slurred speech, tremor, changes in libido,

visual disturbances, urinary retention, gastrointestinal disturbances, changes in saliva-

tion, and amnesia. Rare events include paradoxical excitation leading to hostility and

aggression, hypersensitivity reactions, jaundice, and blood disorders. With very high

doses, hypotension, respiratory depression, coma, and occasionally death may occur.

Daily benzodiazepine use has been associated with dependence, tolerance, and

after discontinuation, withdrawal symptoms in many individuals. Tolerance to the

effects of benzodiazepines is a highly debated topic. It appears to occur in some indi-

viduals and may not occur in others. The likelihood of dependence appears higher in

individuals with a history of drug or alcohol dependence and personality disorders.

High doses and intravenous injection are used for their euphoric effects. Because devel-

opment of dependence cannot be easily predicted, abrupt discontinuation of use is not

recommended. Rather the dose should be tapered. Symptoms of withdrawal include

anxiety, depression, impaired concentration, insomnia, headache, dizziness, tinnitus,

loss of appetite, tremor, perspiration, irritability, perceptual disturbances, nausea, vomit-

ing, abdominal cramps, palpitations, mild systolic hypertension, tachycardia, and ortho-

static hypotension. If long-term use of benzodiazepines occurs, professional assisted

withdrawal is recommended.

1.3. Basic Pharmacokinetics

The benzodiazepines are generally lipophilic drugs. Within the class, however,

lipophilicity measured as the oil:water coefficient can differ over a 50-fold range. Due

to their lipophilicity the benzodiazepines have relatively high plasma protein binding

(70–99%) and relatively large volumes of distribution (0.3–22 L/kg) (Table 4). In gen-

eral, the percent plasma protein binding and volume of distribution increase as does

the oil:water partition coefficient.

The differences in lipophilicity can have a major impact on the pharmacokinetics

of the benzodiazepine. Diazepam is regarded as a long-acting benzodiazepine. When

diazepam is given as a single dose, however, it rapidly redistributes to nonplasma (lipid)

compartments, the � elimination phase. It then slowly distributes back into the plasma

compartment at subtherapeutic concentrations with a long terminal elimination half-

life. Therefore, single doses of diazepam can be used as a short-term preanesthesia med-

ication, whereas daily dosing will result in accumulation during the terminal elimination

phase and provide long-acting therapy.

Table 2
Uses of Benzodiazepines

1. Anxiety (27)a 5. Alcohol Withdrawal (4)
2. Insomnia (26) 6. Muscle Spasms (3)
3. Presurgery / Sedation (8) 7. Panic Disorder (2)
4. Epilepsy / Seizures (7) 8. Depression (2)

aThe number in parentheses represents the number of benzo-
diazepines listed in Martindale that are used to treat this disorder.
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Table 3
Uses of Benzodiazepines Listed in Martindale

Half-Life Route(s) of Usual
Generic Name (h)a Administration Dose (mg) Usesb

Adinazolam short — — 1, 8

Alprazolam 11–15 oral 0.75–1.5 1, 8

Bentazepam — oral 25 1, 2

Bromazepam 12–32 oral 3–18 1, 2

Brotizolam 4–8 oral 0.25 2

Camazepam — oral 10 2

Chlordiazepoxide 5–30, 48–120c oral, iv, im 25–100 1, 2, 3, 5, 6

Cinolazepam — — — 2

Clobazam 18, 42c oral 20–30 2, 4

Clonazepam 20–40 oral, iv 0.25–1 4, 7

Clorazepate 48–120c oral, iv, im 15–90 1, 4, 5

Clotiazapam 4–18 oral 5–60 1, 2

Cloxazolam long oral, im 8–12 1, 3

Delorazepam long oral, im 0.5–6 1, 2, 3, 4

Diazepam 24–48, 48–120c oral, iv, im 5–30 1, 2, 3, 4, 5, 6

Estazolam 10–24 oral 1–2 2

Ethyl Lorazepate long oral 1–3 1

Etizolam short oral 3 1, 2

Fludiazepam short oral — 1

Flunitrazepam 16–35 oral, iv 0.5–2 2, 3

Flurazepam 47–100 oral 15–30 2

Halazepam short oral 20 1

Haloxazolam short oral 5 2

Ketazolam long oral 15–60 1

Loprazolam 4–15 oral 1–2 2

Lorazepam 10–20 oral, iv, sl 1–6 1, 2, 3, 4

Lormetazepam 11 oral 0.5–1.5 2

Medazepam long oral 10–20 1

Metaclazepam short oral 15 1

Mexazolam — oral 0.5 1

Midazolam 2–7 iv, im 2.5–7.5 3

Nimetazepam short oral 3 2

Nitrazepam 24–30 oral 5–10 2, 4

Nordiazepam 48–120 oral 15 1, 2

Oxazepam 4–15 oral 15–30 1, 2, 5

Oxazolam long oral 10 1

Pinazepam long oral 5–20 1, 2

Prazepam 48–120c oral 30–60 1

Quazepam 39, 39–73c oral 15 2

Temazepam 8–15 oral 10–40 1, 3

Tetrazepam — oral 25–50 6

Tofisopam — oral 150 1

Triazolam 1.5–5.5 oral 0.125–5 2

aIf half-lives were not given, they were often referred to as short- or long-acting.
bSee Table 2 for the number corresponding to different uses.
cHalf-life for active metabolite.
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The benzodiazepines are well absorbed from the gastrointestinal tract, which

allows for oral dosing of benzodiazepines (Table 3). As described in more detail in

subheading 2.2, most will also undergo extensive first-pass metabolism, some to such

an extent that parent drug is detected only at very low concentrations in blood (or blood-

derived) samples. The plasma concentration benzodiazepines, or their primary phar-

macodynamically active metabolites, correlates well with the dose of benzodiazepine

administered (Fig. 1).

As a class, the benzodiazepines share many properties. There are structural differ-

ences between them, and these differences will affect the manner in which the benzo-

diazepine is metabolized, and thereby have an impact on their individual susceptibility

to drug interactions.

2. CHEMISTRY AND METABOLISM OF BENZODIAZEPINES

2.1. Chemistry of Benzodiazepines

The classic structure of benzodiazepines (Fig. 2) consists of a benzene (A ring)

fused to a seven-membered diazepine (B ring). In all but two of the commercially avail-

able benzodiazepines, the nitrogens in the diazepine ring are in the 1,4 position. Cloba-

zam has nitrogens in the 1,5 position of the diazepine ring; tofisopam has nitrogens in

the 2,3 position of the diazepine ring (Fig. 3). In addition, most commercially available

Table 4
The Percentage of Plasma Protein Binding

and Volume of Distribution (Vd) of Some Benzodiazepines

Benzodiazepine % Bound Vd (l/kg) Source

Alprazolam 71 0.7 a

Bromazepam 70 0.9 b

Chlordiazepoxide 96 0.3 a

Clobazam 85 1.0 b,c

Clonazepam 86 3.2 a

Clotiazepam 99 — c

Diazepam 99 1.1 a

Estazolam 93 — c

Flunitrazepam 78 3.3 a

Flurazepam 97 22.0 a

Halazepam — 1.0 b

Lorazepam 91 1.3 a

Midazolam 95 1.1 a

Nitrazepam 87 1.9 a

Nordiazepam 98 0.8 a

Oxazepam 98 0.6 a

Prazepam — 13.0 b

Quazepam 95 — c

Temazepam 98 1.1 a

Triazolam 90 1.1 a

The source of information was: a = (5); b = (6); and c = (7).



1. Drug Interactions with Benzodiazepines 9

benzodiazepines have an aryl substituent (C ring) at the 5 position of the diazepine

ring. Therefore, with the exception of clobazam and tofisopam, these are 5-aryl-1,4-

benzodiazepines.

Following the initial synthesis of chlordiazepoxide by Sternbach in 1957, and its

introduction as a therapeutic agent in 1961, a number of benzodiazepines have been

introduced onto the market. The initial modifications involved changes in the substit-

uents on the diazepine ring. Modifications along this line first led to the development of

diazepam, flurazepam, and oxazepam. These have continued through the years, leading

Fig. 1. The range of (A) therapeutic doses and (B) plasma concentrations of selected ben-
zodiazepines. *In B, these concentrations are for the primary metabolite, nordiazepam.
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to a number of 1,4-benzodiazepines (Table 5). Substitution of the benzene with a

thieno group produced the 1,4-thienodiazepines (Figs. 2 and 3; Table 6). Annelation

of an oxazolo (Fig. 2; Table 6) or oxazino group (ketazolam in Fig. 3; Table 6) at the

4,5 position of the diazepine has been used and the newer benzodiazepines have 1,2

anneled triazolo or imidazo groups (Fig. 2; Table 6). While most benzodiazepines

have a phenyl substituent at the 5 position of the diazepine ring, bromazepam has a 2-

pyridinyl substituent, and tetrazepam has a 1-cyclohexen-1-yl substituent at this posi-

tion (Fig. 3; Table 6). Bentazepam, with a benzylthieno group fused to the diazepine

ring, and brotizolam with both the thieno and triazolo groups are unique 1,4-thieno-

diazepines (Fig. 3; Table 6).

Structure activity studies have demonstrated some essential requirements for the

benzodiazepine-mediated CNS effects. An electron-withdrawing group is required

at the 7 position of the benzene (or thieno) group (R10 for oxazolo and R8 for triazolo

or imidazo). These are generally the halides chloride, and occasionally bromide, or a

nitroso group. An electron-withdrawing group at the 2' position of the 5-phenyl sub-

stituent is associated with increased potency and decreased half-life. Chloride or fluo-

ride substituents have been used for this purpose.

2.2. Basic Metabolism of Benzodiazepines

Most of the 5-aryl-1,4-benzodiazepines are metabolized by N-dealkylation at the

N-1 position and hydroxylation at the 3 position (Fig. 4). The N-dealkylation results

Fig. 2. Basic structure of the 5-aryl-1,4-benzodiazepines (I), 4,5-oxazolo-benzodiazepines
(II), 1,2-triazolo- or 1,2-imidazo-benzodiazepines (III), and 1,4-thienodiazepines (IV).
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in an active metabolite with a longer therapeutic half-life. In many cases the N-dealkyl

metabolite is nordiazepam (N-desmethyldiazepam, nordiazam) (Fig. 4). Hydroxyla-

tion at the 3 position also results in an active metabolite. The 3-hydroxyl group is then

conjugated, usually with glucuronide, resulting in an inactive metabolite. For benzo-

diazepines with a 3-hydroxyl group, such as temazepam, oxazepam (Fig. 4), lorazepam,

and lormetazepam (not shown), conjugation of the 3-hydroxyl group is the major route

of metabolism, even when other routes, such as N-dealkylation, may occur. These 3-

hydroxyl benzodiazepines are consistently intermediate-acting drugs. Clorazepate is

nonenzymatically decarboxylated to nordiazepam at the low pH of the stomach. The

4,5-oxazolo-benzodiazepines, such as ketazolam, oxazolam, and mexazolam, have the

4,5-oxazolo cleaved. It has been postulated by Ishigami et al. (9) that P450-mediated

hydroxylation of the oxazolo-ring is followed by nonenzymatic cleavage of the ring,

as shown for mexazolam (Fig. 5).

The 1,2-triazo- and 1,2-imidazo-benzodiazepines, alprazolam, triazolam, and mid-

azolam, are metabolized by hydroxylation at the alpha (1') methyl group and at the 4

position (same as 3 position for other benzodiazepines). These metabolites are active

until they are conjugated. 1'-Hydroxylation is the primary route for triazolam and mid-

Fig. 3. Structure of “odd” benzodiazepines that could not easily be described in Tables
5 or 6.
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azolam, while 4-hydroxylation is the primary route for alprazolam. Cleavage of the

diazo-ring of alprazolam has also been described (Fig. 6). Adinazolam is successively

N-demethylated at the1-dimethylaminomethyl constituent to N-desmethyladinazolam

and didesmethyladinazolam. The first N-demethyl product has a higher area under the

curve than the parent drug and higher affinity for the central benzodiazepine receptors.

Deamination of N-desmethyladinazolam with eventual 1-hydroxylation to 1-hydroxy-

alprazolam or side chain cleavage to estazoalm have been described in the mouse, but

does not appear important in humans (10,11). Estazolam is hydroxylated to 1-oxoesta-

zolam and to 4-hydroxyestazolam. Although both metabolites have minor activity,

they are not formed in sufficient amounts to contribute to the pharmacologic activity

of estazolam.

The 7-nitroso-benzodiazepines, clonazepam, flunitrazepam, and nitrazepam, are

metabolized by successive reduction of the nitroso-group to the amine and subsequent

N-acetylation of the amine to the corresponding acetamido-group (Fig. 7). These are

Table 5
Structures of the 1,4-Benzodiazepines

Benzodiazipine R1 R2 R3 R4 R2' R7

I. 1,4-Benzodiazepines

Camazepam -CH3 =O -OCON(CH3)2 -H -H -Cl

Chlordiazepoxide -H -NHCH3 -H ->O -H -Cl

Cinazolam -CH2CH2CN =O -OH -H -F -Cl

Clonazepam -H =O -H -H -Cl -NO2

Clorazepate -H =O -COO– -H -H -Cl

Delorazepam -H =O -H -H -Cl -Cl

Demoxepam -H =O -H ->O -H -Cl

Diazepam -CH3 =O -H -H -H -Cl

Ethyl Lorazepate -H =O -COOC2H5 -H -F -Cl

Fludiazepam -CH3 =O -H -H -F -Cl

Flunitrazepam -CH3 =O -H -H -F -NO2

Flurazepam -C2H4N(C2H5)2 =O -H -H -F -Cl

Flutoprazepam -CH2CH=(CH2CH2) =O -H -H -F -Cl

Halazepam -CH2CF3 =O -H -H -H -Cl

Lorazepam -H =O -OH -H -Cl -Cl

Lormetazepam -CH3 =O -OH -H -Cl -Cl

Medazepam -CH3 -H -H -H -H -Cl

Metaclazepam -CH3 -CH2OCH3 -H -H -Cl -Br

Nimetazepam -CH3 =O -H -H -H -NO2

Nitrazepam -H =O -H -H -H -NO2

Nordiazepam -H =O -H -H -H -Cl

Oxazepam -H =O -OH -H -H -Cl

Pinazepam -CH2C=CH =O -H -H -H -Cl

Prazepam -CH2 =O -H -H -H -Cl

Quazepam -CH2CF3 =S -H -H -F -Cl

Temazepam -CH3 =O -OH -H -H -Cl
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often the major metabolites present in urine and plasma and are devoid of activity at

benzodiazepine receptors. N-Dealkylation at the 1 position of the diazo-ring is also a

prominent route of metabolism for flunitrazepam. Clonazepam and flunitrazepam can

also be hydroxylated at the 3 position of the diazoring. With nitrazepam, oxidative metab-

olism at the diazo ring results in ring cleavage; this can be followed by hydroxylation of

the phenyl (B) ring (Fig. 7).

The routes of metabolism of other benzodiazepines, bromazepam (ring cleavage

and 3-hydroxylation), clobazam (N-dealkylation and c-ring hydroxylation), clotiazepam

(N-dealkylation and side chain hydroxylation), and loprazolam (N-dealkylation and

spontaneous hydrolysis to polar compounds) have been described (Fig. 8). Metaclaze-

pam has a methyl ether at the 2 position of the diazo-ring. This appears to block hydroxy-

lation at the 3 position, with N- and O-demethylations forming the primary metabolites

(Fig. 9; 12). Camazepam has a dimethylcarbamyl group at the 3 position of the diazo-

ring. Successive hydroxylations of the methyl groups followed by N-hydroxymethy-

Table 6
Structures of the Oxazolo-, 1,2-Triazo-, and 1,2-Imidazo- Benzodiazepines

II. Oxazolo-benzodiazepines R7 R6 R2 R3 R2' R10

Cloxazolam -H =O -H -H -Cl -Cl

Flutazolam -CH2CH2OH =O -H -H -F -Cl

Haloxazolam -H =O -H -H -F -Br

Metazolam -H =O -H -CH3 -Cl -Cl

Mexazolam -H =O -CH3 -H -Cl -Cl

Oxazolam -H =O -CH3 -H -H -Cl

III. 1,2-Triazo- or 1,2-Imidazo- R1 X R4 R5 R2' R8
Annelated-Benzodiazepines

Adinazolam -CH2N(CH3)2 -N- -H -H -H -Cl

Alprazolam -CH3 -N- -H -H -H -Cl

Clinazolam -CH3 -CH- -H -H -Cl -Cl

Estazolam -H -N- -H -H -H -Cl

Midazolam -CH3 -CH- -H -H -F -Cl

Triazolam -CH3 -N- -H -H -Cl -Cl

V. Odd Structures (see Fig. 3)

Bentazepam Has thieno-cyclohexyl ring in place of benzyl A ring

Bromazepam 2-Pyridynyl ring at 5 position

Brotizolam Has thieno ring in place of benzyl A ring along with 1,2-triazo fused ring

Clobazam A 5-aryl-1,5-benzodiazepine

Clotiazepam Has thieno ring in place of benzyl A ring

Etizolam Has thieno ring in place of benzyl A ring along with 1,2-triazo fused ring

Ketazolam Has a nonoxazolo 4,5-fused ring

Loprazolam Has an imidazo fused ring with different N configuration / also 7-nitroso

Tetrazepam Nonaromatic 6-membered ring at 5 position

Tofisopam A 1-aryl-2,3-benzodiazepine
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lations account for most of the metabolites, along with N-demethylation (Fig. 9; 13).

Tofisopam (tofizopam) is an unusual 2,3-diazepine with hydroxymethyl groups at four

positions. O-Demethylation at the R1 and R4 positions has been described as the major

routes of tofisopam’s metabolism (Fig. 9; 14). The metabolism of a number of other

benzodiazepines has not been described. Based upon the principles discussed above,

however, one can speculate on putative pathways of their metabolism (Table 7).

Fig. 4. Common metabolic pathways of 5-aryl-1,4-benzodiazepines. The compounds in
bold type are pharmaceutical benzodiazepines. From (401); reproduced from the Jour-
nal of Analytical Toxicology by permission of Preston Publications, a division of Preston
Industries, Inc.
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Fig. 5. Metabolism of the 4,5-oxazolone ring as postulated for mexazolam by Ishigami
et al. (9).

Fig. 6. Metabolic pathways for triazolo- and imidazobenzodiazepines.

2.3. The Role of Specific Enzymes

in the Metabolism of Benzodiazepines

2.3.1. Methods Used to Determine
Enzyme Involvement in the Metabolic Pathway

The methods for determination of the role of a specific enzyme in the pathway of

a drug’s metabolism have been developed most thoroughly for the cytochrome P450s
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(P450s) (15–19). Studies are done using human liver tissue that is now usually procured

from donor tissue that is deemed unsuitable for transplantation. Most often studies uti-

lize the microsomal cell fraction prepared from differential centrifugation of homogen-

ates of liver tissue (20), but cultured hepatocytes and liver slices are also being used.

The methods used include the use of selective inhibitors, selective antibodies, corre-

lation between P450 activities or contents in a number of human liver microsome (HLM)

preparations with the pathway in question, and activities with cDNA-expressed P450s

(Table 8). Each of these methods has certain strengths and weaknesses; the most con-

vincing studies use most of them in an integrated approach (Table 8).

Fig. 7. Common metabolic pathways for 7-nitrobenzodiazepines. From (401); repro-
duced from the Journal of Analytical Toxicology by permission of Preston Publications,
a division of Preston Industries, Inc.
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Fig. 8. Metabolic pathways for some other benzodiazepines: (A) bromazepam, (B) cloba-
zam, (C) clotiazepam, and (D) loprazolam. From (401); reproduced from the Journal of
Analytical Toxicology by permission of Preston Publications, a division of Preston Indus-
tries, Inc.
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Fig. 9. Metabolic pathways for some other benzodiazepines (con’td.): (E) metaclazepam,
(F) camazepem, and (G) tofisopam.

Selective inhibitors are often the easiest reagents to obtain and perform studies

with. The results from their use, however, must be interpreted with care, as selectivity

either is not complete, or is lost as the concentration of the inhibitor is increased. Recent

studies have compared the ability of commonly used selective inhibitors to inhibit marker

substrate P450 activities in either HLM or cDNA-expressed P450s (21–23). A summary

of their results is presented in Table 9. These comparisons can be useful in interpreting
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Table 7
Speculation on Putative Metabolic Pathways

for Benzodiazepines that Have Not Had Metabolites Defined

5-Aryl-1,4-Benzodiazepines

Cinolazolam conjugation of 3-hydroxyl; N-dealkylation

Delorazepam 3-hydroxylation � conjugation

Ethyl Lorazepate 3-ester hydrolysis � conjugation

Fludiazepam 3-hydroxylation � conjugation; N-dealkylation

Pinazepam 3-hydroxylation � conjugation; N-dealkylation

Tetrazepam 3-hydroxylation � conjugation; N-dealkylation

7-Nitroso-5-Aryl-1,4-Benzodiazepines

Nimatazepam amine reduction � N-acetylation

3-hydroxylation � conjugation; N-dealkylation

4,5-Oxazolo-Benzodiazepines

Cloxazolam cleavage of 4,5-oxazolo-ring; 3-hydroxylation � conjugation

Haloxazolam cleavage of 4,5-oxazolo-ring; 3-hydroxylation � conjugation

Mexazolam cleavage of 4,5-oxazolo-ring; 3-hydroxylation � conjugation

1,2-Triazo-Benzodiazepine

Etizolam �-hydroxylation � conjugation; 4-hydroxylation

Table 8
Tools Used to Determine Involvement of Specific Enzymes in Xenobitotic Metabolism

1. Selective inhibitors

• Relatively easy to get and most are relatively inexpensive

• Selectivity is concentration dependent

• Using titration can help determine % involvement in a pathway

• Mechanism-based and metabolite intermediate complex inhibitors require 10–15 min

preincubation before addition of test substrate

2. Selective antibodies

• Either expensive or require collaboration with laboratory that produces them

• Selectivity often limited to family of enzyme

• Using titration can help determine % involvement in a pathway

3. Correlation

• Requires a phenotyped HLM bank, the more HLM the better

• Requires selective assays for all enzymes monitored

• Selectivity is rarely perfect

• If marker assay is not evenly distributed, high activity HLMs may bias result

4. cDNA-expressed enzymes

• Excellent to determine if enzymes can carry out metabolism

• Activities have improved over time

• Newer studies are employing scaling techniques to help estimate % involvement.

This requires a phenotyped liver bank
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Table 9
Selectivity of P450 Inhibitors (% Inhibition)

Inhibitor µM 1A2 2A6 2B6 2C8 2C9 2C19 2D6 2E1 3A4

Fur a 5 b 90 — — 15 —

5 d 20–90 — — — — — — — —

100b 90 — — 15 —

100d 30–95 — 20–30 — 15–30 15–30 — 0–15 0–25

200 c 90 — — 45 30 65 30 50

7,8-BF 1c 95 — — 20 — — — —

10b 75 — +20 +30 —

100b 80 60 — +90 30

�-NF 1 d 20–95 — — +200 15 25 — — 0–+50

100d 90–95 0–65 — +300 25–35 30–45 — — 0–+1000

Orph 100d — — 0–20 0–25 — — 0–70 — 0–25

500d 0–70 — 70–75 65–70 25–30 0–65 55–90 30–40 35–70

Tran 1000 c 60 100 100 80 90 — 60 65

Sulf 10b — 65 — — —

10 c — — — 100 90 15 — —

20b — 75 20 — —

20d 0–20 — — — 90 — — — 10–30

100b — 85 — — —

100d 0–30 — 20–35 20–30 90 — — 15–25 20–25

Quin 0.5c — — — — 45 95 — —

0.5d — — — — — — 60–70 — —

1b — — 60 — —

10b — — 85 — —

10d — — — — — — 85–95 — 0–20

DDC 10b — — — 50 —

20d — 20–35 — — 15–35 0–50 — 35 —

100b 20 20 30 75 20

100d 10–30 50–70 10–40 15–45 30–60 35–80 20 70–75 20

200 c — 90 30 35 40 50 90 25

3-MP 50b — — 65 70 —

500b 35 40 80 75 20

500 c — 20 50 — 60 75 80 35

Keto 1d — — — 0–25 — — — — 10–90

2b — — — — 82

5d — — 20–40 50–55 25 — — — 90–100

10 c 40 35 85 — 60 65 85 100

50b 45 70 60 — 100

(continued)
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results presented in this and other chapters of this book, and when researching the pri-

mary literature.

Selective antibodies are powerful tools, but their selectivity must be carefully

determined. The most common limitation is their inability to distinguish P450s of the

same family (e.g., 3A4 vs 3A5). A common feature of selective inhibitors and selective

antibodies is that they can be used to titrate the activity in liver tissue preparations and

provide an estimate of the percent involvement. Selective antibodies can also be used

to quantitate the amount of a particular P450 or P450 family in liver tissue.

A common feature of liver tissue preparations is that there is usually large inter-

individual variation between preparations. This arises in part from true individual dif-

ferences and from differences in tissue preparation. When a number of HLMs have

been phenotyped by immunoquantitation and/or by determining P450 selective activ-

ities, they can be used for correlational studies. The metabolic pathway in question is

measured in the different preparations and plotted as a scatter gram against the marker

activities or contents. High and low correlation coefficients provide supportive evi-

dence of the enzymes’ positive or negative involvement, respectively. As with any cor-

relation experiments the distribution of activities should be carefully examined to assure

no heterogenous scatter is creating a biased result (24).

cDNA-expressed P450s provide a means of measuring the pathway in question in

a purified and reconstituted system. By themselves, they can only determine the ability

of the enzyme to perform the reaction. Comparison of different P450s is complicated

by differences in their membrane lipid contents, and the contents of the other enzymes

involved in P450-mediated monooxygenations, NADPH cytochrome P450 reductase,

and cytochrome b5 (18). In more recent experiments, scaling techniques have been

employed to estimate the relative contributions of P450s using the results of experi-

ments in cDNA-expressed P450s. The relative contribution of the enzyme (fi) is cal-

culated from: fi = [Aivi(s)] / [� Aivi(s)], where Ai is the relative abundance of the P450

Table 9 (continued )

Inhibitor µM 1A2 2A6 2B6 2C8 2C9 2C19 2D6 2E1 3A4

TAO 50b — — — — 80

50d — — — — — — — — 25–50

500d — 0–20 0–20 20–30 — — — 15–30 75–80

1000c 20 25 30 30 50 40 10 100

Note: “—” means less than 15% inhibition was observed; a blank spot indicates that P450 was
not studied.

aThe abbreviations used for inhibitors are listed along with the P450 it is commonly believed
specific for in parentheses: Fur, furafylline (1A2); 7,8-BF, 7,8-benzoflavone (1A2); �-NF, �-naphtho-
flavone (1A2); Orph, orphenadrine (2B6); Tran, tranylcypromine (2C); Sulf, sulfaphenazole (2C9);
Quin, quinidine (2D6); DDC, diethyldithiocarbamate (2E1); 3-MP, 3-methylpyrazole (2E1); Keto,
ketoconazole (3A4); and TAO, troleandromycin (3A4).

bData from Newton et al. (21), who used four HLM with 15-min preincubation for studies with
Fur, DDC, and TAO, and no preincubation for all other inhibitors.

cData from Ono et al. (22), who used cDNA-expressed P450s with 5-min preincubation for all
inhibitors.

dData from Sai et al. (23), who used cDNA-expressed P450s with 10-min preincubation for Fur,
DDC, and TAO, and 5-min preincubations for all other inhibitors.
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and vi(s) is the concentration velocity function of the P450. Abundance has been alter-

natively estimated from immunoquantitation of P450s in HLM (25) or from relative

activity factors (RAFs) calculated from the ratio of activity of enzyme-specific path-

ways in HLM to that in cDNA-expressed P450s (18). These methods are well described

in the recent work of Venkatakrishnan et al. (19).

2.3.2. Involvement of Specific

P450s in the Metabolism of Benzodiazepines

The metabolism of a number of benzodiazepines has been studied using the meth-

ods described above. The results of these studies are summarized in Table 10. The P450

3A family has been implemented in all of these metabolic pathways that include: diaz-

epam 3-hydroxylation and N-demethylation (26–30), nordiazepam 3-hydroxylation (27,

28), temazepam N-dealkylation (27,28), midazolam 1'- and 4-hydroxylation (31–42),

alprazolam 1'- and 4-hydroxylation (43–45), the first and second N-demethylations of

adinazolam (46), flunitrazepam 3-hydroxylation and N-demethylation (47–49), brotiz-

olam 1'- and 4-hydroxylation (50), and the oxazolo-ring cleavage of mexazolam (9).

In human liver there are two members of the 3A family, 3A4 and 3A5. P450 3A4

is the most abundant P450 in most livers, while 3A5 is detected in only approximately

20% of livers (51). In a few of the studies cited above, 3A4 and 3A5 mediated activities

have been compared. Equivalent activities were found for diazepam 3-hydroxylation

and N-demethylation (27,29), and for midazolam 4-hydroxylation (33,35). P450 3A4

Table 10
Involvement of Specific Enzymes in the Metabolism of Benzodiazepines

Level of
Drug Pathway P450 Evidencea References

Diazepam 3-Hydroxylation 3A4, 3A5 >> 2C19 1, 2, 4 26–30

N-Demethylation 2C19, 3A4, 3A5 >> 2B6 1, 2, 4 26–30

Nordiazepam 3-Hydroxylation 3A4 >> 3A5 4 27,28

Temazepam N-Dealkylation 3A4, 2C19 > 3A5 >> 2B6 4 27,28

Midazolam 1'-Hydroxylation 3A5 > 3A4 >> 2B6 1, 2, 3, 4 31–42

4-Hydroxylation 3A4, 3A5 >> 2B6 1, 2, 3, 4 32,33,35,37,38,41

Triazolam 1'-Hydroxylation 3A 1, 2, 3 32,41,207

4-Hydroxylation 3A 1, 2, 3 32,41,207

Alprazolam 1'-Hydroxylation 3A5 > 3A4 1, 2, 3, 4 44,45

4-Hydroxylation 3A4, 3A5 1, 2, 3, 4 43–45

Adinozalam N-Demethylation 3A4 > 2C19 1, 4 46

2nd N-Demethylation 3A4 > 2C19 1, 4 46

Flunitrazepam 3-Hydroxylation 3A4 1, 2, 4 47–49

N-demethylation 3A4, 2C19 1, 2, 4 47–49

Brotizolam Utilization 3A4 4 50

1'-Hydroxylation 3A4 1, 2 50

4-Hydroxylation 3A4 1, 2 50

Mexazolam Oxazolo-ring cleavage 3A4 2 9

aLevel of evidence refers to the types of experiments with the same number listed in Table 8.
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was more active than 3A5 for nordiazepam 3-hydroxylation and temazepam N-dealkyla-

tion (27,28). In contrast, P450 3A5 was more active than 3A4 for midazolam 1'-hydroxy-

lation (33,35,42). Gorski et al. (44) indirectly suggest that 3A5 is more involved in the

1'-hydroxylation of alprazolam based upon correlation differences between livers that

contain both 3A4 and 3A5 vs those containing only 3A4. As some differences have been

observed in the response of 3A4 and 3A5 to inhibitors (22), the differential metabolism

of benzodiazepines by these two members of the 3A family may play a factor in suscep-

tibility to certain drug interactions.

P450 2C19 appears to play a role in the N-demethylation of diazepam, temazepam,

adinazolam, N-desmethyladinazolam, and flurazepam. For diazepam, this involvement

has been confirmed from studies comparing extensive and poor 2C19 metabolisors (52).

For 3 poor metabolizers, compared to 13 extensive metabolizers, the clearance of diaz-

epam was reduced by 50%, and the elimination half-life was increased twofold (52).

This study is consistent with the in vitro findings that show considerable diazepam N-

demethylation activity with cDNA-expressed 2C19, inhibition of diazepam N-demethy-

lation in HLM with omeprazole, and with anti-2C family antibodies (26–30). In the

same study, Bertilsson et al. (52) compared the elimination of nordiazepam in poor and

extensive 2C19 metabolizers. With nordiazepam also, the clearance was reduced by

50%, and the elimination half-life was increased twofold (52). This suggests that 2C19

can also be involved in some 3-hydroxylation reactions, which was not readily apparent

from the results of the in vitro studies (27).

P450 2B6 may have a minor role in the N-demethylations of diazepam and temaz-

epam (27–29), as well as the 1'- and 4-hydroxylations of midazolam (39,41,42). Whether

this role of 2B6 will have clinical significance has yet to be determined. In part, this

will depend upon the relative content of 2B6 in human livers. Earlier studies on spe-

cific P450 content suggested that 2B6 did not exceed 1–2% of total P450 (51), but a

more recent one showed 100-fold variation in 2B6 content in 19 HLM from 0.7 to 71.1

pmol/mg protein. Assuming an average P450 content of 500 pmol/mg protein, this is

a range of 0.14–14.2% of total P450. If high 2B6 content is coupled with low 3A4 and

3A5 content, then the likelihood of 2B6’s contribution to the metabolism of some ben-

zodiazepines may be increased.

In summary, P450 3A4 (and 3A5) are extensively involved in many pathways of

oxidative metabolism of benzodiazepines. P450 2C19 is involved in many of the N-

demethylation reactions, and may play a role in some other oxidative pathways. P450

2B6 may also have a role in certain oxidative pathways. Though a number of metabolic

pathways of benzodiazepines have been studied, many have not. Little is known of the

role of specific uridine diphosphate glucuronosyl transferases or sulfotransferases in

conjugation of benzodiazepines or of the enzymes involved in reduction and subsequent

acetylation of the nitroso-benzodiazepines.

3. BENZODIAZEPINE DRUG INTERACTIONS

3.1. General Considerations

Both pharmacodynamic and pharmacokinetic mechanisms have been observed

for drug interactions concerning benzodiazepines. Most pharmacokinetic drug interac-

tions involve either the inhibition or induction of specific P450s involved in the metab-
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olism of benzodiazepines. They are the most common and the better documented of drug

interactions with benzodiazepines. Most, however, result in either an increased (inhib-

itors) or decreased (inducers) activity of the benzodiazepine. When therapeutic doses

are used these interactions may have clinical and forensic, if carried into driving or

other machine-operating environments, but rarely lethal consequences. Pharmacokine-

tic drug interactions with benzodiazepines are specific for certain benzodiazepines

depending upon the enzyme(s) involved in their metabolism. Some of these interactions

were reviewed in the mid-1980s (53,54). A more recent review was restricted to alpra-

zolam, midazolam, and triazolam (55).

Pharmacodynamic drug interactions with other CNS depressants are more likely

to have lethal, as well as clinical and forensic, consequences. These drugs, which include

ethanol, opioids, and barbiturates, also cause respiratory depression, and their com-

bined use can have additive, and has been described in some cases, even synergistic

effects. The potential for pharmacodynamic interactions exists for all benzodiazepines

regardless of route of metabolism; synergistic interactions, however, may involve a

combined pharmacodynamic and pharmacokinetic interaction that is specific for cer-

tain benzodiazepines. A number of reviews have considered the interactions of benzo-

diazepines and ethanol (56–59). None were located addressing interactions with opioids

or barbiturates.

The tables presenting pharmacokinetic and pharmacodynamic results of clinical

studies (Tables 14–30) are structured in a similar format with consistent abbreviations.

A key to these tables is presented at the end of the chapter in Table 31.

3.2. Epidemiological Occurrences

of Benzodiazepines, Ethanol, and Opioids

3.2.1. The Occurrence of Other Drugs

or Ethanol in Benzodiazepine-Associated Deaths

The epidemiologic record presents circumstantial evidence for the importance

of drug interactions of benzodiazepines with ethanol and opioids. A number of studies

have examined deaths linked to benzodiazepines. Those that investigated the involve-

ment of other drugs and/or ethanol in the deaths are listed in Table 11A. In general,

deaths linked to benzodiazepine use often, but not always, also have evidence of etha-

nol and/or other drug use. Some studies investigated only the involvement of ethanol

(60,61), or other drugs (62), in addition to benzodiazepines. It is therefore difficult to

get an exact estimate of how often only benzodiazepines were identified. In one study

carried out in the United States and Canada that investigated deaths involving diaz-

epam, only 2 of 914 deaths were identified with only diazepam (63). In another study

carried out in Sweden, benzodiazepines were identified in 144 of 702 deaths without

other drugs or ethanol (64). A sufficient dose of benzodiazepines can be lethal, but this

appears to be exacerbated when other drugs are involved.

3.2.2. The Occurrence of Benzodiazepines

in Opioid-Associated Deaths: The Buprenorphine Story

Benzodiazepines are also apparent in some opioid related deaths (Table 11B).

Three studies were identified that investigated heroin-linked deaths. Benzodiazepines
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were also found in 5–10% of these deaths (65–67). Opioids are well recognized for

their respiratory depressant effects; that a combination with another CNS depressant

that also causes respiratory depression may exacerbate the situation is not too suprising.

Buprenorphine has been used for years as an analgesic or for treatment of chronic

pain at doses 0.3–0.8 mg. More recently, buprenorphine has been used in substitution

therapy for opioid dependence. For the latter, doses of 8–32 mg are used. Buprenorphine

is known as a partial µ agonist that appears to have ceiling effects in regard to its µ-activ-

ities such as respiratory depression (68). Recently in France, however, six cases of deaths

involving buprenorphine were also found to involve benzodiazepine use (69; Table 11B).

That buprenorphine may interact with benzodiazepines was suggested in a series of

letters to the editor in the journal Anaesthesia. Papworth (70) first reported four cases

of prolonged somnolence and bradypnoea with combinations of buprenorphine and

lorazepam. Forrest (71) then described a case, also with buprenorphine and lorazepam,

that had prolonged somnolence, bradypnoea, and the need for assisted respiration. This

was followed shortly thereafter by a report from Faroqui et al. (72) that found 11 sub-

jects out of 64 that were premedicated with diazepam and had anesthesia induced with

buprenorphine required assisted ventilation. This was not observed in 24 patients receiv-

ing diazepam and fentanyl.

This combined effect of buprenorphine and a benzodiazepine, midazolam, has

now been reproduced in an animal model. Gueye et al. (73) have shown that rats given

Table 11
The Presence of Alcohol and Other Drugs in Benzodiazepine Poisonings

Year Population Location Reference

A) The occurrence of other drugs or ethanol in benzodiazepine-associated deaths

1979 914 diazepam-positive fatalities USA and Canada 63

912 & other drug or EtOH; 51 EtOH; 295 EtOH and other drug;

566 other drug; propoxyphene > opiates > barbiturates

1980 2723 overdoses Toronto, Canada 62

1071 benzo positive; 726 & other drugs (EtOH apparently not studied)

1989 3430 overdoses Stockholm, Sweden 64

702 benzo positive; 144 benzo; 200 benzo & EtOH; 254 benzo & other drug;

104 benzo, other drug & EtOH

1993 1576 benzodiazepine-associated deaths Great Britain 60

891 single benzo; 591 single benzo & EtOH; 94 more than one benzo ± EtOH

1995 303 benzodiazepine-associated overdoses Newcastle, Australia 61

303 total; 114 & EtOH

B) The occurrence of benzodiazepines in opioid-associated deaths

1976 114 heroin-related deaths Orange Co., CA 65

9 benzo positives

1977 268 heroin-related deaths Wayne Co., MI 66

12 diazepam positive

1994 21 heroin-related deaths Baltimore, MD 67

2 benzo positive

1998 Unknown no. of buprenorphine-related deaths France 69

6 benzo positive cases
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buprenorphine alone (30 mg/kg, iv) had a mild increase in PaCO2 at 60 min. Rats

given midazolam alone (160 mg/kg, ip) had a mild decrease in arterial pH at 90 min and

increase in PaCO2 at 60 min. When the doses were combined, there was a prolonged

respiratory depression with the changes in blood pH and PaCO2 noted within 20 min,

with delayed hypoxia at 120 and 180 min.

This effect is apparently not due to an inhibition of the benzodiazepine metabolism.

Kilicarslan and Sellers (74) have shown that metabolism of flunitrazepam to 3-hydroxy-

flunitrazepam in HLMs was not inhibited by norbuprenorphine, and while inhibited

by buprenorphine, the Ki of 118 µM was suggestive of only 0.1–2.5% inhibition in vivo.

The converse situation, inhibition of buprenorphine metabolism by benzodiazepines,

has not yet been addressed.

Although the percentage of opioid-associated deaths that also show benzodiaz-

epine use is relatively low (Table 11B), it is still a concern due to the potential for the

pharmacodynamic interaction resulting in additive (or synergistic) effects on respira-

tory depression. Further epidemiological data substantiate the risk. Surveys conducted

in the early 1990s in various parts of the world demonstrate that use of benzodiazepines

is quite common in opioid-dependent subjects (Table 12). Regular benzodiazepine use

ranged from 27 to 50%, whereas most had used benzodiazepines at one time. A great

majority reported intravenous use of the benzodiazepines.

Table 12
Benzodiazepine Use Among Opioid Users: Survey of Studies in 1990s

Year Population Location Reference

1990 272 polydrug users (75% heroin) Northwest England 368

28% were also using temazepam (use of other benzos not mentioned).

1990 249 male opiate addicts Penang, Malaysia 369

Greater than 50% used benzos, with flunitrazepam most common.

1991 323 methadone treatment subjects Philadelphia and New Jersey 370

Daily, few times per week, and a few times per month benzo use was 14, 15,

and 39% in those who did not share needles and 25, 18, and 24% in those

who did share needles.

1992 1245 injecting drug users Sydney, Australia 371

36.6% used benzos

1992 103 methadone treatment subjects Innsbruck, Austria 372

All had used heroin and benzodiazepines, relative liking of cocaine >

cannabis >> stimulates � benzos. Flunitrazepam and diazepam were the

most favored.

1993 313 applicants for methadone treatment Kensington, Australia 373

42% reported a benzo habit (37% of males; 56% of females).

1993 973 admittees for inpatient opiate detoxiciation Barcelona, Spain 374

80.2% history of benzo use; 68.5% current; 43.1% daily.

Flunitrazepam > clorazepate > diazepam.

1993 222 methadone treatment subjects Kensington, Australia 375

36.5% use in the past month; 26.6% daily; and 11.3% five or more pills a day.

1994 208 subjects (82.2% for opiate use) clinics in seven cities 376

90% had used benzos, 49% by injection. in Britain
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3.2.3. The Occurrence of Benzodiazepines, with or Without

Ethanol or Other Drugs in Motor Vehicle Investigations

One other area in which epidemiological data point to potential interactions be-

tween benzodiazepines and ethanol or other drugs is within motor vehicle investiga-

tions. Studies that clearly indicated benzodiazepine and ethanol and/or other drug use

were reveiwed and are listed in Table 13. These studies can be divided into three types:

(a) studies on fatalities where in most studies drug use was determined in all cases, (b)

studies on impaired driving where in most studies only cases with ethanol below a cer-

tain cutoff were tested for drugs, and (c) random testing where participants volunteered

for inclusion in the drug-testing part of the study. These differnet protocols may have an

impact on the drug findings.

In studies on driving fatalities, the presence of benzodiazepines ranged from 1.3

to 10.2%. Benzodiazepine positives were found in conjuction with ethanol in 25 to 78%

of the cases. For impaired driving cases the presence of benzodiazepines ranged from

1 to 30% with the additional finding of ethanol ranging from 22 to 100%. Studies that

focused on profession transportation reported very low incidences of benzodiazepine

use. In a study on 168 track-driver fatalities, no benzodiazepines were detected (75).

In the two random studies, only commercial truck drivers were included. In one study,

only 1 of 317 participants (88% compliance) was benzodiazepine positive and had a

prescription for its use (76). In the other study, none of the 822 (81% compliance) par-

ticipants was positive for benzodiazepines (77). In 1398 mandatory postaccident cases

studied for the Federal Railroad Association, only 2 benzodiazepine positive cases were

detected, 1 with prescription for its use (78). Benzodiazepine use in vehicle-related

investigations varies widely. This may be due in part to geographic and temporal differ-

ences in the studies. In 7 of the 10 studies that did not include commercial drivers, etha-

nol was a cofactor in greater than 50% of the cases.

Benzodiazepine-positive findings along with other drugs were described in a few

of these studies. In a study of impaired drivers in California published in 1979, 14 of

the 56 cases positive for chlordiazepoxide also had phenobarbital (79). In a study of

ethanol-negative-impaired drivers in St. Louis published in 1987, 10 and 8 of the 30

benzodiazepine-positive cases were also positive for barbiturates or opiate analgesics,

respectively (80). Two studies focused on cases positive for a specific drug(s). In a

study in Sweden published in 2000 of 486 impaired drivers that had tested positive for

codeine or dextropropoxyphene, 346 were also positive for a benzodiazepine (81). In

a study from Washington state published in 2001, 4 of 29 zolpidem-positive cases were

also positive for benzodiazepines (82). As with mixtures of benzodiazepines with etha-

nol, their mixture with other CNS depressant drugs is common in vehicle-irregularity-

related studies.

3.3. Clinical Studies on Drug Interactions

of Benzodiazepines with Other CNS Depressants

3.3.1. Pharmacodynamic and Pharmacokinetic

Interactions with Analgesics and Anesthetics

Clinical studies on drug interactions between benzodiazepines and opioids, or other

CNS depressants, have been mostly limited to interactions between the two benzodiaz-
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Table 13
The Occurrence of Benzodiazepines

with or Without Ethanol (or Other Drugs) in Motor Vehicle Investigations

Year Population Location Reference

A) Fatalities

1977 127 driving fatalities Dallas, Co., TX 377

23 drug positive; 13 diazepam, 7 & EtOH

1980 401 motor vehicle fatalities Ontario, Canada 378

64 drug positives; 15 benzos; 12 diazepam, 3 & EtOH, 4 & other drugs

1986 1518 driving fatalities Alabama 379

32 benzo positive, 25 & EtOH

1987 200 driving fatalities, survivors, or blood tested Tasmania, Autralia 380

(resticted to EtOH < 0.05) 34 drug positive; 9 benzo, 7 & EtOH

1993 168 trucker fatalities USA 75

no benzos identified

1996 318 driving fatalities Washington 381

61 drug positive; 4 benzo, 2 & EtOH

B) Impaired situations

1969 180 overt intoxication, but BAC � 0.15% Santa Clara Co, CA 382

38 drug positive; 2 chlordiazepoxide (BAC) 1 (0-< 0.05); 1 (0.10-0.15)

1979 765 drug positive-impaired driving 171 California 79

diazepam, 40 & EtOH; 56 chlordiazepoxide, 9 & EtOH, 14 & phenobarbital

1979 425 under influence (EtOH < 0.08 in 282) Northern Ireland 383

Drugs present in 115 cases; benzos in 90 (80 diazepam), 85 & EtOH

1981 71,937 impaired driving, but BAC � 0.10% Orange Co., CA 384

684 benzos (571 dizepam), 310 & EtOH

1984 56 impaired driving (saliva) Ottawa, Canada 385

10 drug positive; 4 diazepam, 4 & EtOH

1987 184 impaired driving, negative EtOH St. Louis, MO 80

30 benzo positive; 10 & barbiturates, 8 & opiates analgesics

1991 1398 mandatory railroad postaccident testing USA 78

85 drug positives; 2 benzos, 0 & EtOH

1998 19,386 first road-traffic accidents Tayside region, UK 386

Based on prescription data, use of benzos had a 1.52 risk factor (8.15 & EtOH)

compared to 0.30 (1.0) with tricyclics and 0.51 (0.89) with SSRIs.

2000 486 impaired drivers Sweden 81

study restricted to dextropropoxyphene or codeine positive samples; 346 benzo

2001 29 zolpidem positive impaired drivers Washington 82

4 benzo positive; 1 & EtOH

C) Random testing

1988 317 (88% compliance) random truck drivers Tennessee 76

1 benzo positive with prescription

2002 822 (81% compliance) random truck drivers Oregon/Washington 77

no benzos identified

epines used as anesthetics, diazepam and midazolam, with other anesthetic or analgesic

agents (Tables 14 and 15). One exception is a study on the effect of diazepam on metha-

done maintenance. In an initial paper, Preston et al. (83) demonstrated that a combina-

tion of diazepam and methadone produced subjective opioid effects greater than either

drug alone (Table 14). In a follow-up report, these investigators studied the effect of
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Table 14
Effect of Analgesics and Anesthetics on Benzodiazepine Pharmacodynamics

Agent
Benzodiazepine Dose Agent Dose Time N Reference

Methadone

Diazepam 20 & 40, or 100 & 150% maintenance 0 h 5m 83

40 mg diazepam and 150% maintenance dose induced

changes in pupil constriction and subjective opioid effects

greater than those by either drug alone.

Papaveretum

Midazolam 0.15–0.5/kg, iv 15–20 mg, im 0 h 37/29 86

Sedative effect of midazolam was potentiated by opiate.

Pethidine

Midazolam 0.15–0.5/kg, iv 50–75 mg, im 0 h 47/29 86

Sedative effect of midazolam was potentiated by opiate.

Diazepam 10, iv 50–75 mg 0 h 50/50 87

No difference in sedation noted, but patients more

comfortable with procedure.

Morphine

Midazolam 0.01–0.03/kg, iv 0.006–0.12 mg/kg, iv �10 min 5/dose 88

Dose response: additive effect on visual analog determination

of sedation.

Fentanyl

Diazepam 0–0.5/kg, iv 50 µg/kg 4 min 5/dose 90

Dose response of diazepam: caused significant reduction in

arterial pressure and systemic vascular resistance associated

with decreases in (nor)epinephrine.

Midazolam �0.35/kg, iv 50 µg, iv �1 min 30/44 89

Combination caused greater respiratory depression than

midazolam alone.

Midazolam 0.3/kg, iv 50 or 100 µg, iv �2 min 52/100 91

Fentanyl decreased onset time for midazolam anesthesia and %

asleep at 3 min.

Midazolam 0.05/kg, iv 2 µg/kg, iv 0 h 12m 92

Synergistic increase in apnea and hypoxemia, no further

reduction in fentanyl-reduction of ventilatory response to CO2.

Midazolam 0.02–0.37/kg, iv 1.9–8.5 µg/kg, iv 1 min 10f/dose 93

Synergistic increase in inability to open eyes in response to

command (anesthesia).

Alfentanyl

Diazepam 0.125/kg, iv 100 or 200 µg/kg, iv 5 min 10/dose 94

Diazepam reduced the numbers responding to voice at 5 min

(10 to 1, 5 to 1), increased heart rate, increased reductions in

blood pressure, and increased number (1 to 5) with inadequate

postoperative ventilation.

Midazolam 0.3/kg, iv 150 or 300 µg, iv �2 min 40/100 91

Alfentanyl decreased onset time for midazolam anesthesia and

% asleep at 3 min.

Midazolam 0.07–0.35/kg, iv 0.02–0.18 mg/kg, iv 1 min 5/dose 95

Dose response; found synergistic response of response to verbal

command (sedation). (continued)
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Table 14 (continued )

Agent
Benzodiazepine Dose Agent Dose Time N Reference

Alfentanyl (continued)
Midazolam 0.023–0.2/kg, iv 0.016–0.15 mg/kg, iv 0 h 10/dose 96

Dose response, response to verbal command (hypnosis),
and response to tetanic stimulus (anesthesia) are synergistically
enhanced.

Naltrexone
Diazepam 10, or 50 mg �1.5 h 8f, 18m 103

Negative mood states (sedation, fatique) were increased and
positive mood states (friendliness, feeling high) were
decreased by naltrexone.

Propofol
Midazolam 0.1–0.2/kg, iv 0.7–2.5 mg/kg, iv 0 h 10/dose 106

Dose response: response to command was synergistically
influenced; midazolam reduced dose of propofol required
for response to tetanic stimuli.

Midazolam 0.1–0.4/kg, iv 0.4–2.8 mg/kg, iv 2 min 10/dose 107
Dose response: response to command was synergistically
influenced.

Thiopental
Midazolam 0.03–0.37/kg, iv 0.7–3.6 mg/kg, iv 1 min 5/dose 104

Dose response: response to command was synergistically
influenced.

Midazolam 0.04–0.2/kg, iv 0.7–4.5 mg/kg, iv 2.5 min 20/dose 105
Dose response: response to command was synergistically
influenced; midazolam reduced dose of thipopental required

for response to electrical stimuli.

Table 15
Effect of Analgesics and Anesthetics on the Pharmacokinetics of Benzodiazepines

Benzodiazepine Dose N Tmax Cmax t1/2 AUC Cl Reference

Methadone 100% of maintenance dose
Diazepam 20, or 5m 0.95 84
Diazepam 40, or 5m 0.91 84

Methadone 150% of maintenance dose
Diazepam 20, or 5m 1.28 84
Diazepam 40, or 5m 1.24 84

Propoxyphene 65 mg, 4/d, multidose
Alprazolam 1, or 6f,2m 3.46 0.94 1.58* 0.62* 85
Diazepam 10, iv 2f,4m 1.14 0.87 85
Lorazepam 2, iv 1f,4m 0.99 1.10 85

Fentanyl Patients undergoing orthopedic surgery ±200 µg, iv
Midazolam 0.2/kg, iv15/15 1.49* 1.54* 0.70* 97

Naltrexone 50 mg at �1.5h
Diazepam 10, or 8f,18m 1.80* 0.93 1.05* 0.95 103

Propofol Patients undergoing elective sugery ±2 mg/kg bolus,
9 mg/kg/h infusion

Midazolam 0.2/kg, iv12/12 1.61* 1.58* 0.63* 108
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methadone on the pharmacokinetics of diazepam. Although not significant, a combina-

tion of 150% of the maintenance dose of methadone with either 20 or 40 mg oral diaze-

pam resulted in an approximately 25% increase in the area under the curve (AUC) of

diazepam (84; Table 15).

Propoxyphene is an extensively used analgesic; its coadministration with benzodi-

azepines would not be uncommon. In a single study, subjects took three different ben-

zodiazepines, oral alprazolam and intravenous diazepam and lorazepam, each one twice.

In one setting, no other drug was taken; in the other, propoxyphene was administered

every 6 h from 12 h prior to the benzodiazepine and then for the duration of the study

(85). Coadministration of propoxyphene significantly inhibited the elimination of alpra-

zolam; there was a slight, but nonsignificant inhibition of diazepam; and no effect on

the pharmacokinetics of lorazepam (Table 15). No information was found on the in

vitro inhibition of P450s by propoxyphene, but these data would support an inhibitory

effect of propoxyphene on P450 3A4 that spares P450 2C19. No data were presented

on the effect of propoxyphene on the pharmacodynamics of benzodiazepines.

When midazolam or diazepam is combined with the opioids papaveretum, pethi-

dine, or morphine during anesthesia, potentiation of the sedative or subjective effects

is consistently found (86–88; Table 14). Pharmacokinetic interactions between these

drugs were not studied.

The combination of midazolam or diazepam with fentanyl has also been consis-

tently found to result in potentiation of the sedative and in some cases respiratory depres-

sant effects of the drugs (89–93). In the latter two studies, which used midazolam, sta-

tisitical evaluation of dose responses suggested that the drugs interacted in a synergistic

manner (92,93). A similar finding was found for combined use of diazepam or midazo-

lam with alfentanil, including the synergistic response with midazolam (91,94–96; Table

14). With fentanyl it has been shown that its combination with midazolam results in a

significant increase in the terminal elimination half-life (t1/2) and AUC and significant

decrease in the clearance of midazolam (97; Table 15). A similar pharmacokinetic study

has not been done with alfentanil, but both are P450 3A4 substrates (98–101) and may

have similar potential to inhibit midazolam metabolism, as has been found in vitro for

fentanyl (102).

The interaction between naltrexone, an opioid µ receptor antagonist, and diaze-

pam is another exception to the studies between anesthetics. Naltrexone was found to

increase the negative mood states such as sedation, and decrease the positive mood

effects such as friendliness of diazepam (Table 14), with no effect on its pharmacokine-

tics (Table 15; 103).

The interaction of the structurally unique anesthetic propofol or the barbiturate

thiopental with midazolam has also been reported to have synergistic effects on the

sedative effects of the drugs (Table 14; 104–107). A pharmacokinetic study has been

performed on the interaction of midazolam and propofol, and propofol was found to

significantly increase the t1/2 and AUC of midazolam (Table 15; 108). This is consis-

tent with the in vitro inhibition of midazolam metabolism by propofol (109).

Clinical studies confirm that additive interactions occur between the opioids and

other anesthetic agents. These have sometimes been found to be synergistic in their

response. The synergistic response appears to occur when there is also a pharmacokine-

tic interaction resulting in the inhibition of the benzodiazepines’ clearance.
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Table 16
Effect of Ethanol on Benzodiazepine Pharmacodynamics

Dose Ethanol Ethanol
Benzodiazepine (mg) Dose Time N Reference

Alprazolam 0.5, or 0.8 g/kg 3 h 10m 116

No effect on measures of side effects, tracking skills, angle

recognition or free recall; diminished choice reaction time.

Alprazolam 2, or 0.8 g/kg 3 h 10m 116

No effect on measures of side effects, tracking skills, angle

recognition, or free recall; diminished choice reaction time.

Alprazolam 1, or 0.5 g/kg,  0.75 h 12/12 110

Produced predictive additive effects on sedation, unsteadiness,

dizziness, tiredness and psychomotor performance.

Bromazepam 6, or 3/d � 14 d 0.5 g/kg 0 h 20m 387

Enhanceed impairment of learning skills, but not short-term

memory.

Bromazepam 6, or 3/d � 14 d 0.5 g/kg 0 h 1f,16m 113

No effect on reaction time or mistakes; enhanced effects on

coordination skills, attention and propioception.

Brotizolam 0.25, or 24 mL 0 h 13m 120

Subjective perceptions of sedation were enhanced, but

psychomotor  performance was not.

Chlordiazepoxide 5, or 3/d � 2 d 45 mL 6f,12m 388

Subjects were tested on mental and then psychomotor

performance starting at +1h. No significant difference ± ethanol.

Chlordiazepoxide 10, or 3/d � 14 d 0.5 g/kg 0h 20 115

   -lactam No effect on reaction time; enhanced coordination mistakes

at fixed and free speed and impairment of attention and

propioception.

3.3.2. Pharmacodynamic

and Pharmacokinetic Interactions with Ethanol

The effect of combined use of ethanol on pharmacodynamic end points has been

studied with a large number of benzodiazepines (Table 16). In general, ethanol has a

potentiating effect on some of the psychomotor and subjective measures, but rarely

affects all such measures in any one study. In part because the studies were not designed

to detect it, synergistic effects were not noted. Because of the diverse end points in the

studies, there was no apparent general set of pharmacodynamic end points that etha-

nol consistently had an effect upon. For example, reaction time was a common end

point. Ethanol was reported as enhancing impairment of reaction time for alprazolam

(110), clobazam (111), diazepam (112), and tofisopam (112), whereas it had no effect

on reaction time with bromazepam (113), loprazolam (114), oxazepam (115), nordi-

azepam (115), and temazepam (115). Few of the studies compared benzodiazepines

under the same conditions. It is therefore difficult to draw conclusions about some ben-

zodiazepines being more susceptable to the interactive effects with ethanol.

(continued)



1. Drug Interactions with Benzodiazepines 33

Table 16 (continued )

Dose Ethanol Ethanol
Benzodiazepine (mg) Dose Time N Reference

Clobazam 20, or 77 g 0–1.5 h 8m 111

Enhanced impairment of reaction errors and time, deviations

of two-hand coordination and body sway.

Clorazepate 20, or 1 g/kg 14m 389

Enhance alcohol acute euphoric effects and decreased dysphoric

effects in the following morning.

Diazepam 5, or 3/d � 3 d 42 mL 0 h 20 390

Measured ability for cancellation of letters, digit substition,

addition and pegboard placement begining at +75 min.

Performance under diazepam, ± EtOH, was slightly poorer than

with placebo tablet.

Diazepam 2, or 3/d � 2 d 45 mL 6f,12m 388

Subjects were tested on mental and then psychomotor

performance starting at +1 h. Ethanol enhanced the effects

on two of nine mental tests; no effect on psychomotor tests.

Diazepam 10, or /70 kg 0.75 mL/70 kg 0 h 8m 129

Starting at +90 min, no effect on mirror tracing; slight

enhancement of attention and time evaluation; significant

with attempted letter cancellations, sorting, flicker fusion,

complex coordination and clinical symptoms.

Diazepam 10, or 0.5 g/kg 10/10 117

Simulated driving by professional drivers from +30–70 min.

Enhanced number of collsions and driving off the road instances.

Diazepam 10, 20, or 40, or 0.5 g/kg 0 h 6m 391

Markedly enhanced the effects on coordination and mood.

Diazepam 10, or 0.8 g/kg �0.5 h 10 127

Enhanced impairment of tracking skills and oculo-motor

coordination; enhanced nystagmus.

Diazepam 10, iv at 0.8–1.0 g/L �1–8 h 6m 128

Enhanced impairment of pursuit rotor performance and

intoxication indices and visual analog scale.

Diazepam 10, or/d � 2 d 0.8 g/kg 12m 112

Enhanced impairment on coordination, reaction, flicker fusion,

maddox wing and attention tests.

Diazepam 10, or at 0.5 g/L �1.5–2.5 h 12m 392

Produced additive effects on subjective alertness and measures

of performance; synergistic effect on smooth pursuit eye

movements.

Diazepam 5, or at 0.5 g/L �1.5–4 h 8m 393

Produced additive effects on adaptive tracking, smooth pursuit,

DSST and body sway; did see supra-additive effects in 2 subjects.

Diazepam 10, or 0.8 g/kg 3 h 10m 116

No effect on measures of side effects, tracking skills, choice

reaction time, angle recognition, or free recall.

Flunitrazepam 2, or 0.8 g/kg �0.5 h 12m 124

Alcohol did not effect impairment of tracking skills at +1h,

but did enhance impairment the following morning.
(continued)
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The timing of the administration of ethanol was an important factor. When ethanol

was given 3 h after alprazolam, only minimal effects were found (116). When ethanol

was given only 45 min after alprazolam, however, it had additive effects on most of the

end points measured (110). Similarly, combining ethanol with diazepam at the same

time led to enhanced impairment of reaction time (112), whereas giving the ethanol 3 h

after diazepam did not (116).

Ethanol, therefore, does appear to enhance the impairing effects of benzodiaze-

pines in an additive fashion. In the one study that measured driving skills, diazepam and

ethanol were taken together and the stimulated driving of professional drivers was

Table 16 (continued )

Dose Ethanol Ethanol
Benzodiazepine (mg) Dose Time N Reference

Flurazepam 30, or/d � 14 d 0.5 g/kg 10 h 7f,33m 394

No effect on reaction time, reaction mistakes or attention;

enhanced effects on coordination skills.

Loprazolam 1, or 0.7 g/kg 0 h 8m 114

No effects on simple reaction time; alleviated lopraz-impairment

of manual dexterity; both alone impaired tracking, but not

together; memory impaired by lopraz, improved by EtOH,

not affected together.

Oxazepam 10, 20, or 40, or 0.5 g/kg 0 h 6m 391

Slightly enhanced the effects on coordination and mood.

Oxazepam 15, or 3/d � 14 d 0.5 g/kg 0 h 20 115

No effect on reaction time, attention or propioception; enhanced

coordination mistakes at fixed and free speed.

Midazolam 0.1/kg, iv 0.7 g/kg 4 h 16m 395

Midazolam did not add to the +5h or +7h effects of EtOH.

Nitrazepam 10, or/d � 14 d 0.5 g/kg 10 h 3f,17m 396

No effect on reaction times; enhanced choice reaction and

coordination mistakes and impaired attention.

Nordiazepam 5, or 3/d � 14 d 0.5 g/kg 0 h 20 115

No effect on reaction time, attention or propioception; enhanced

coordination mistakes at fixed speed, no effect at free speed.

Prazepam 20, or 0.5 g/kg 0 h 12m 125

Enhanced impairment in auditory reaction and DSST; reduced

reaction to auditory stimuli and cancellation test and enhanced

drowsiness.

Temazepam 20, or 3/d � 14 d 0.5 g/kg 0 h 20 115

No effect on reaction time or attention; enhanced coordination

mistakes at fixed speed, but not at free speed; enhanced

impairment of propioception.

Tofisopam 100, or � 3 0.8 g/kg 12m 112

Enhanced impairment on coordination, reaction, flicker fusion,

maddox wing and attention tests.

Triazolam 0.25, or at 0.8–0.95 g/L �0.5–7.5 h 1f,6m 122

Enhanced impairment of free recall, postural stability, and

hand–eye coordination.
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Table 17
Effect of Ethanol on the Pharmacokinetics of Benzodiazepines in Nonalcoholics

EtOH EtOH
Benzodiazepine Dose Dose Time N Tmax Cmax t1/2 AUC Cl Reference

Alprazolam 0.5, or 0.8 g/kg +3 h 10m no change 116

Alprazolam 2, or 0.8 g/kg, +3 h 10m no change 116

Brotizolam 0.25, or 24 mL 0 h 13m 0.95 1.23* 1.18* 0.84* 120

Chlordiazepoxide 25, or 0.8 g/kg 0 h 5m 1.67 1.48* 121

Clobazam 20, or 39 g 8m 1.00 1.59* 1.55* 111

Clotiazepam 5, or 24 mL 0 h 11 1.21 0.93 123

Diazepam 10, or 0.8 g/kg 0 h 5m 1.25 1.03 121

Diazepam 0.14/kg, or 0.75 mL/kg 0 h 8m 3.0 1.19 129

Diazepam 0.07/kg, iv 15 mL 0 h 1f,6m 1.42 1.58* 126

Diazepam 5, or 17 mL 0 h 2f,4m 2.27 0.94 1.00 130

Diazepam 10, or 0.8 g/kg (b) �0.5 h 10 0.38 1.58* 1.15 127

Diazepam 10, ore 0.8 g/kg (wh) �0.5 h 10 0.50 1.16 1.07 127

Diazepam 10, or 0.8 g/kg (wi) �0.5 h 10 1.00 1.57* 1.21* 127

Diazepam 10, iv 0.8–1.0 g/L �1–8 h 6m 1.31 128

Diazepam 5, or 24 mL �0.5 h 2f,4m 3.94 0.84 1.23 1.04 131

N-desmethyl 1.00 1.10 1.00

Diazepam 5, or 24 mL 0 h 2f,4m 2.11 0.87 1.21 1.07 131

N-desmethyl 1.12 1.00 0.94

Diazepam 10, or 0.8 g/kg 3 h 10m � 35% higher 116

Diazepam 10, or  0.5 g/L �1.5–2.5 h 12m 1.23 1.15 1.12 392

Flunitrazepam 2, or 0.8 g/kg -0.5 h 12m 0.98 1.02 0.81 1.05 124

Prazepam 20, or 0.5 g/kg 0 h 12m 0.83 1.09 0.92 125

Triazolam 0.25, or  0.8–0.95 g/L �0.5–7.5 h 1f,6m 1.08 1.22* 0.84* 122

studied. The combined use of ethanol and diazepam resulted in increased numbers of

collisions and driving off the road instances (117).

Ethanol is known to affect the metabolism of many drugs. In general, acute use

of ethanol is associated with the inhibition of drug metabolism; chronic use induces

metabolism (118,119). Therefore, examination of the effect of ethanol on benzodiaz-

epine pharmacokinetics should differentiate between studies on acute exposure in non-

alcoholics (Table 17) and studies in alcoholics (Table 18).

Table 18
Effect of Ethanol on the Pharmacokinetics of Benzodiazepines in Chronic Alcoholics

Benzodiazepine Dose Condition N Tmax Cmax t1/2 AUC Cl Reference

Chlordiazepoxide 50, or acute vs 7 d abst 5 1.87 1.01 1.52 2.35 133

N-desmethyl 2.60 0.71

Chlordiazepoxide 50, im acute vs 7 d abst 5 2.41 1.94 1.85 3.35 133

N-desmethyl 1.70 1.02

Chlordiazepoxide 25, or (md) 2 vs 6 d abst 6 2.1ss* 134

N-desmethyl 1.91ss*

demoxepam 0.15ss*

Diazepam 10, or 1–11 d abst 11/14 1.00 0.43* 135

Diazepam 10, iv 1–3 d abst 14/13 0.71* 136

N-desmethyl 0.65*

Diazepam 6 1 d vs 6 d abst 7 0.83 0.67 137
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Acute exposure to ethanol was found to inhibit the clearance of a number of ben-

zodiazepines as seen from increased Cmaxs, t1/2s, AUCs, and/or decreased clearance.

Thus is the case for brotizolam (120), chlordiazepoxide (121), clobazam (111), and

triazolam (122). With some benzodiazepines, however, ethanol did not have any effect

on their pharmacokinetics; these include alprazolam (116), clotiazepam (123), flu-

nitrazepam (124), and prazepam (125; Table 17). For the latter studies, either the 3-h

interval between alprazolam and ethanol administration, or the ability of non-P450-

dependent pathways to metabolize flunitrazepam may explain the negative findings.

Such is not the case, however, for clotiazepam and prazepam, which require P450 for

either hydroxylation or N-dealkylation reactions. For these two benzodiazepines the

effect was not significant, but could be considered suggestive of impaired elimination.

Diazepam interactions with ethanol were the subject of numerous studies that showed

varying results. An inhibition of clearance was reported in some studies (126–128),

whereas only a prolongation of the Cmax was found in some studies (121,129–131). In

general, the former studies administered ethanol 30–60 min prior to diazepam, whereas

the latter administered the two drugs at the same time.

The results from these clinical studies indicate that acute ethanol, taken either

with or shortly before, may interfere with the elimination of many, but not all benzo-

diazepines. Although this would appear to arise from the inhibition of P450-depen-

dent metabolism of the benzodiazepines, some inconsistencies exist. A single study was

found on the in vitro inhibition of different forms of human liver P450s (132). At con-

centrations close to 0.10 g/100 mL, only P450s 2C19 and 2D6 were partially inhibited.

Cytochrome P450 3A4, which is associated with the metabolism of many benzodiaz-

epines, was fairly resistant to the inhibitory effects of ethanol for the marker substrate

studied (Fig. 10; 132). Due to the complex nature of the P450 3A4 substrate binding

Fig. 10. The effect of ethanol on the in vitro metabolism of cDNA-expressed P450s. Adapted
from data presented by Busby et al. (132). Note that experiments were designed to test
ethanol as a solvent for addition of substrates. The two lower concentrations, 0.1 and
0.3% (v,v) would equate to 0.079 and 0.237 g/100 mL, respectively.
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site(s), however, it has become apparent that some substrates may show different re-

sponses to inhibitors.

The study of benzodiazepine pharmacokinetics in chronic alcoholics entering treat-

ment programs has been used to support the theory that chronic ethanol induces the

metabolism of benzodiazepines (56). The studies were designed in two ways (Table 18).

Either a comparison within the subjects at 1–2 d after initiation of treatment vs 6–7 d

later, or comparison of the subjects to control subjects. With the former design, adminis-

tration of oral, intramuscular or intravenous chlordiazepoxide had longer t1/2s of higher

steady-state concentrations at the beginning of the study (133,134). It was suggested

that these results arose from an initial inhibition of chlordiazepoxide from residual ethanol

in the first sesssion with unmasking of an induced state in the later session (56). This

is supported by studies on diazepam where abstinent alcoholics were compared to non-

alcoholic controls (Table 18). With oral or intravenous administration of diazepam,

elimination was greater in the alcoholics (135,136). One study was contradictory. When

seven subjects entering a detoxification ward were given intravenous diazepam on d 1

and again 4–20 d later, the t1/2 and clearance were higher in the latter session, but not

significantly due to large intrasubject variations (137). An inductive effect of ethanol

pretreament on the metabolism of diazepam was also found in rats (136). A rationale

for this inductive effect was found from a report that ethanol induces P450 3A, as well

as 2E, in cultured human hepatocytes (138).

3.4. The Interaction Between Benzodiazepines and Other Drugs

With most of the other drugs for which interactions have been described with the

benzodiazepines, they are dependent upon whether the benzodiazepine is metabolized

by P450. For this reason, in the applicable subsections some time has been spent to sum-

marize the P450 inhibitory or inductive activity of the class of drugs being discussed.

This will generally take the course of examining the in vitro potency of the drugs as

inhibitors.

3.4.1. Benzodiazepines and Gastrointestinal Agents

3.4.1.1. BENZODIAZEPINES, ANTACIDS, AND MISCELLANEOUS GASTROINTESTINAL AGENTS

Benzodiazepines have an acidic pKa, and changes in the pH of the gastrointesti-

nal tract may influence their rate of absorption. Some of the earliest drug interaction

studies focused on the effect of antacids on the pharmacokinetics of benzodiazepines

(Table 19). In 1976, Nair et al. (139) gave 10 mg oral diazepam alone or in combina-

tion with aluminum hydroxide, magnesium trisilicate, or sodium citrate to 200 women

undergoing minor gynecological procedures. Aluminum hydroxide and sodium citrate

were reported to hasten the onset of the soporific effect of diazepam, with no apparent

effect on its pharmacokinetics. Magnesium trisilicate was found to delay the effect;

it also prolonged the Tmax and decreased the Cmax. In contrast to the findings of Nair

et al. (139) with magnesium trisilicate and diazepam, Elliot et al. (140) found no effect

on the pharmacokinetics of temazepam or midazolam.

The mixture of aluminum and magnesium hydroxides (Maalox) were found to

prolong the Tmax and decrease the Cmax for chlordiazepoxide (141), clorazepate (142,143),

and diazepam (144). The mixture of aluminum hydroxide and magnesium trisilicate
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Table 19
Drug Interactions with Antacids and Miscellaneous Gastrointestinal Agents

Inhibitor/Benzo Dose N Tmax Cmax t1/2 AUC Cl PhDyn Reference

Antacids

AlOH 40 mL

Diazepam 10, or 20/17 1.00 0.94 + 139

MgOH/AlOH 30 mL � 2, 100 mL (chlor)

Chlordiazepoxide 25, or 10m 2.13 0.93 1.03 0.97 141

Clorazepate 15, or 15m 2.00 0.80* 0.96 0.94 142

Clorazepate 15, or 5f,5m 1.56* 0.69* 0.90* + 143

Diazepam 5, or 9 1.40 0.66* 0.98 144

MgOH/AlOH 30 mL, multidose

Clorazepate 7.5, 4f,6m 0.95ss 146

or (md)

Mg trisilicate/AlOH 30 mL � 2

Diazepam 5, or 9 1.30 0.74* 0.96 144

Mg trisilicate 30 mL

Diazepam 10, or 15/17 1.50 0.78 + 139

Midazolam 15, or 5m 0.86 1.13 1.23 1.37 0.86 140

Temazepam 20, or 1f,4m 0.95 1.04 0.93 1.00 1.00 140

Sodium citrate 9 µmol at 0 h

Diazepam 10, or 15/17 1.00 0.91 + 139

Sodium bicarbonate enough to maintain pH 6 for 2h

Clorazepate 15, or 4m 1.11 0.81 145

   N-desmethyl 14.0* 0.28* 0.55*

AlOH gel 3600 mg pretreatment in dialysis patients

Temazepam 30, or 11 1.30 1.00 1.13 1.08* 0 147

Triazolam 0.5, or 11 0.93 1.58* 0.99 1.28* 0.74* 148

Other gastrointestinal agents

Misoprostol 200 µg, 4/d, multidose

Diazepam 10, or/d 6m 1.02 1.01 1.03 0 149

(md)

   N-desmethyl 1.00 0.89 1.00

Cisapride 8 mg, iv at �8 min

Diazepam 10, or 8 0.72* 1.18* 0.92 ++ (early) 150

(Gelusil) had a similar effect on diazepam (144). In one of the studies on clorazepate

and Maalox, this was found to be associated with reduced pharmacodynamic effects

(143). For clorazepate, not only is the absorption of the drug dependent upon pH, so is

its conversion to nordiazepam. Abruzzo et al. (145) showed that maintenance of the

stomach pH at 6 with sodium bicarbonate greatly prolonged and reduced the peak of

plasma nordiazepam from clorazepate. After multidose treatment with both clorazepate

and Maalox, however, steady-state concentrations of the metabolite nordiazepam were

not affected (146), which suggests that antacids will have no effect under multidosing

schemes.

Aluminum hydroxides are also taken by patients on dialysis to bind dietary phos-

phates. Kroboth et al. (147) found that this treatment had no effect on the absorption

of temazepam. In another study, however, they found that the elimination of triazolam
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was reduced in dialysis patients taking aluminum hydroxide (148). The renal disease

enhanced elimination of triazolam, so the net effect of aluminum hydroxide was to

return the pharmacokinetic parameters toward those noted in matched controls (148;

Table 19).

Misoprostal is a novel synthetic prostaglandin E1 analog with antisecretroy prop-

erties. When misoprostal was given in combination with oral diazepam it did not have

any effect on diazepam pharmacokinetics (149). Cisapride increases gastric motility.

Intravenous cisapride was found to enhance the absorption of oral diazepam with con-

sequent increased impairment in early (45 min) tests on reaction time (150).

3.4.1.2. INTERACTIONS WITH H
2
-RECEPTOR ANTAGONISTS

The H2-receptor antagonists are widely used for treatment of gastrointentinal

ulcers. Cimetidine was the first H2-receptor antagonist and was followed by ranitidine,

famotidine, oxmetidine, nizatidine, and ebrotidine. Among these drugs, cimetidine is

well known to cause drug–drug interactions with a number of drugs due to its inhibi-

tory effects on several P450s (151,152). The other H2-receptor antagonists are rela-

tively mild inhibitors. Knodell et al. (153) studied the effect of cimetidine on a number

of P450-selective activities and found inhibition was greatest for 2D6 > 2C19, 3A4 >

2E1 > 2C9, 1A2 (Fig. 11). Martinez et al. (154) directly compared the in vitro effects of

cimetidine, ranitidine and ebrotidine on a number of P450-selective activities (Fig. 11).

In brief, cimetidine was found to have significant inhibitory effects on P450 2D6 >

Fig. 11. A summary of in vitro experiments on the inhibition of P450-selective substrates
in HLMs with H2-receptor antagonists. The data on cimetidine (b) is from Knodell et al.
(153), where the marker reactions were: 1A2, ethoxyresorufin deethylase; 2C9, tobult-
amide hydroxylase; 2C19, hexobarbital hydroxylase; 2D6, bufuralol hydroxylase; 2E1,
aniline hydroxylase; 3A4, an average of responses of nifedipine oxidase and erythro-
mycin demethylase. The other data are from Martinez et al. (154), where the marker
reactions are: 1A2, caffeine N-demethylation to paraxanthine; 2D6, dextromethorphan
O-demethylation; and 3A4, dextromethorphan N-demethylation.
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1A2 and 3A4. Ranitidine and ebrotidine had some, but relatively fewer inhibitory

effects on these P450s.

Klotz et al. (155) compared the spectral dissociation constants of the H2-receptor

antagonists with HLMs and determined the following Ks values: oxmetidine, 0.2 mM;

cimetidine, 0.87 mM; ranitidine, 5.1 mM; famotidine and nizatidine, no effect up to 4

mM. In another in vitro comparison of the effect of cimetidine and nizatidine on the

1'-hydroxylation of midazolam in HLMs, Wrighton and Ring (36) determined Kis of

268 and 2860 µM, respectively. For comparative purposes, the Kis of ketoconazole

and nifedipine, known 3A4 inhibitors, were 0.11 and 22 µM. With the exception of

oxmetidine, for which only a single clinical study was performed, these in vitro findings

will favorably describe the interactions seen between the H2-receptor antagonists and

benzodiazepines that rely upon P450-mediated metabolism for their elimination.

Coadministration of multiple doses of cimetidine has been found to diminish the

elimination of a number of benzodiazepines (Table 20), that include: adinazolam (156),

alprazolam (157,158), bromazepam (159), chlordiazepoxide (160), clobazam (161),

clorazepate (162), diazepam (149,163–168), flurazepam (169), midazolam (140,170),

nitrazepam (171), nordiazepam (172), and triazolam (157,158,173). Single doses of

cimetidine seem to have milder effect, but have been found to diminsih the elimination

of diazepam (174) and midazolam (154,175,176) in a dose-dependent fashion (Table

20). In all studies, but one, that monitored pharmacodynamic effects these were mildly

diminished also (Table 20). Gough et al. (165) found inhibition of diazepam pharma-

cokinetics without any change in the monitored pharmacodynamic measures. Lorazepam

(166,169,174,177) and oxazepam (169,172,177), which are exclusively glucuronidated,

and temazepam (140,178), which can be glucuronidated without further metabolism,

were resistant to the effects of cimetidine. The outlier in this scheme is clotiazepam,

which appears to require P450-dependent metabolism, but was unaffected by cimet-

idine. It was also resistant to inhibitory effects by ethanol (123).

Multidose ranitidine inhibited the elimination of oral diazepam (179), midazolam

(140,170,180), and triazolam (181), but was inaffective against intravenous doses of

these benzodiazepines (179,181–183), intravenous lorazepam (182), and oral tem-

azepam (140). A single dose of ranitidine had no effect on oral adinazolam (184), oral

midazolam (154), or infused midazolam (175). Multidose famotidine (155,185,186),

oxmetidine (155), and nizatidine (155) had no effect on the pharmacokinetics of intra-

venous diazepam. A single dose of ebrotidine had no effect on oral midazolam (154;

Table 20).

Vanderveen et al. (181) found that ranitidine diminished the elimination of oral,

but not intravenous triazolam. They hypothesized that the increase in pH caused by

ranitidine was responsible for the diminished elimination of oral triazolam. The basis of

their hypothesis was that at acidic pH triazolam is in equilibrium with its more poorly

absorbed benzophenone (Fig. 12). With increased pH, less benzophenone is formed

and more triazolam is absorbed (181). The prior findings of Cox et al. (173), however,

seem to dispute this hypothesis. They administered intraduodenal infusions of triazolam

in solutions at pH 2.3, where 47% was the benzophenone, and pH 6.0, with negligi-

ble benzophenone, and found no difference in the pharmacokinetics. Ranitidine does

appear to inhibit the metabolism of some benzodiazepines. This appears to be limited

to first-pass metabolism within either the gastrointestinal tract or the liver.
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Table 20
Drug Interactions with H2-Receptor Antagonists

Inhibitor/Benzo Dose N Tmax Cmax t1/2 AUC Cl PhDyn Reference

Cimetidine 800–1000 mg/d in divided doses, multidose

Adinazolam 20/d, or (md) 6f,6m 1.33 1.39* 1.08 1.45* 0.67* ++ 156

   N-desmethyl 1.44 1.19 1.08 1.43*

Adinazolam 40/d, or (md) 6f,6m 1.09 1.21* 1.18 1.44* 0.73* ++ 156

   N-desmethyl 1.00 1.25* 0.95 1.27*

Adinazolam 60/d, or (md) 6f,6m 1.06 1.26* 1.35* 1.36* 0.75* ++ 156

   N-desmethyl 1.25 1.25* 1.00 1.32*

Alprazolam 1, or 9 1.00 1.03 1.34* 0.63* 157

Alprazolam 0.5, 3/d, 4f,4m 0.90 1.85* 1.16 1.73* 0.59* 158

or (md)

Bromazepam 6, or 2f,6m 1.91 1.22 1.26* 0.50* 159

Chlordiazepoxide 0.6/kg, iv 4f,4m 2.36* 0.37* 160

Clobazam 30, or 9m 1.12 0.91 1.11* 1.17* 397

   N-desmethyl 0.98 1.03 1.11

Clobazam 30, or 6 0.59 1.16 1.39* 1.59 161

   N-desmethyl 1.54 1.29* 1.90* 1.57*

N-Desmethylclob 30, or 5 1.68 1.04 1.24* 1.37* 161

Clorazepate 15, or 3 young 1.62* 0.67* 162

Clorazepate 15, or 5 elderly 1.71* 0.53* 162

Clotiazepam 5, or 11 0.97 0.95 123

Diazepam 0.1/kg, iv 2f,4m 1.53* 0.57* ++ 163

Diazepam 5, or (md) 6 1.38ss* 2.56* 0.67* 164

Diazepam 10, or 3f,4m 1.33* 1.76* 0.50* 0 165

Diazepam 10, iv 8 1.47* 0.76* 166

Diazepam 5–30, or (md) 3f,7m 1.39ss* ++ 167

   N-desmethyl 1.38ss*

Diazepam 10, iv 11m 1.32* 1.20* 0.73* 186

   N-desmethyl 1.19*

Diazepam 0.1/kg, iv 12m 1.39* 1.53* 0.58* 168

   N-desmethyl 0.81*

Diazepam 10, or (md) 6m 1.57* 1.81* 1.83* 149

   N-desmethyl 1.59* 1.49* 1.59*

Flurazepam 30, or 6m 1.43 1.10 1.50* 1.46 169

Lorazepam 2, iv 4f,4m 0.90 1.21 177

Lorazepam 2, iv 8 1.10 0.96 166

Lorazepam 2, or 6m 0.81 0.88 1.00 0.97 169

Midazolam 15, or 5m 0.72 2.38* 1.20 2.02* 0.52* 140

Midazolam 15, or 1f,7m 1.07 1.35* 170

Midazolam 0.07/kg, iv 10m +++ 398

Nitrazepam 5–10, or 6m 0.81 1.00 1.25* 0.83* 171

Nordiazepam 20, or 2f,3m 1.40* 0.72* ++ 172

Oxazepam 50, or 2f,3m 0.90 0.87 0 172

Oxazepam 45, or 2f,2m 0.78 1.37 177

Oxazepam 30, or 4f,4m 1.41 0.95 1.04 1.11* 169

Temazepam 20, or 1f,4m 0.74 0.87 0.84 0.99 0.85 140

Temazepam 30, or 9 0.95 0.89 1.15 1.01 178

Triazolam 0.5, or 9 1.06 1.20 0.97 1.54* 0.66* 157

Triazolam 0.5, or (md) 2f,6m 1.40 1.51* 1.68* 2.22* 0.45* 158

Triazolam 0.5, or 4m 1.06 1.51* 1.01 1.54* 173

(continued)
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3.4.1.3. INTERACTIONS WITH H+-K+ ATPASE INHIBITORS (PROTON PUMP INHIBITORS)

The H+-K+ ATPase, or proton pump, inhibitors suppress gastric acid secretion

and are used to treat gastric ulcer, duodenal ulcer, gastroesophageal reflux, and other

hypersecretory states. Omeprazole has been best characterized as an inhibitor of P450

2C19, and can cause drug interactions with drugs that are 2C19 substrates. In vitro,

both omeprazole and lansoprazole inhibit 2C19 with Kis 10-fold lower than those for

inhibition of other P450s (Fig. 13; 187,188). Data on the in vitro inhibition of P450s by

Table 20 (continued )

Inhibitor/Benzo Dose N Tmax Cmax t1/2 AUC Cl PhDyn Reference

Cimetidine 400 (mid b) 800 mg (mid a,c), 200 (dia a, lor a), 400 iv (dia b, lor b) single dose

Diazepam a 10, or 5/5 1.00 1.26 174

Diazepam b 10, or 5/5 0.50 1.34* 174

Lorazepam a 2.5, or 7/7 1.00 1.12 174

Lorazepam b 2.5, or 6/7 1.00 1.24 174

Midazolam a 0.025/kg/h 8m 1.26ss* 0 175

Midazolam b 15, or 6 0.81 1.37* 1.61 1.36* +++ 176

Midazolam c 7.5, or 8m 1.46* 1.50* 0.68* 154

Ranitidine 150 mg 2/d, multidose

Diazepam 5, or (md) 6 0.74* 1.06 1.33* 179

Diazepam 0.1/kg, iv 4 1.04 1.04 179

Diazepam 10, iv 10m 0.89 0.93 182

Diazepam 10, iv 9 1.04 1.04 183

Lorazepam 2, iv 10m 0.97 1.09 182

Midazolam 15, or 5m 1.53* 1.66* + 180

Midazolam 15, or 5m 0.93 1.52* 1.00 1.66* 0.59 140

Midazolam 10, or 32f/32f ++ 399

Midazolam 15, or 1f,7m 1.21* 1.23* 170

Midazolam 0.07/kg, iv 8/10 0 398

Temazepam 20, or 1f,4m 1.10 0.95 1.20 1.15 0.85 140

Temazepam 20, or 20/20 0 399

Triazolam 0.25, or 12m 1.00 1.30 0.97 1.27* 181

Triazolam 0.25, iv 12m 0.79 1.01 0.99 1.01 181

Ranitidine 300 mg, single dose

Adinazolam 30, or 12m 0.86 1.03 1.00 0.99 1.01 0 184

   N-desmethyl 0.75 1.01 1.07 1.02

Midazolam 0.05/kg inf 8m 1.08ss 175

Midazolam 7.5, or 8m 1.29 1.32 0.82 154

Famotidine 40 mg 2/d, multidose

Diazepam 0.1/kg, iv 8m 0.86 1.11 0 185

Diazepam 10, iv 11m 0.96 0.97 1.01 186

   N-desmethyl 1.02

Diazepam 10, iv 8 0.86 1.14 155

Oxmetidine 800 mg/d, multidose

Diazepam 10, iv 8 1.12 0.94 155

Nizatidine 300 mg/d, multidose

Diazepam 10, or 9 1.07 0.95 183

Ebrotidine 400 mg

Midazolam 7.5, or 8m 0.79 1.07 0.85 154
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pantoprazole were not found. In vivo, omeprazole is the only consistent inhibitor

of P450 2C19 (189,190). This is seen with its effects on diazepam pharmacokinetics

(Table 21). In four different studies, omeprazole was found to inhibit elimination of

either intravenous or oral diazepam (168,191–193). Andersson et al. further demon-

strated that omeprazole did not affect diazepam pharmacokinetics in 2C19 poor metab-

olizers (192). Caraco et al. (193) demonstrated that omeprazole was a more potent

inhibitor in Caucasian than in Chinese extensive metabolizers. Lansoprazole (194) and

pantoprazole (195) had no effect on the pharmacokinetics of diazepam (Table 21).

Fig. 12. The equilibrium reaction between triazolam and its benzophenone. Formation
of the benzophenone is favored at pH < 4. As the benzophenone would not be absorbed
as effectively as triazolam, it was postulated that agents that increase stomach pH would
decrease the amount of the benzophenone and thereby increase the absorption of the
benzodiazepine. Whereas this conversion is useful for the gas chromatographic detec-
tion of many benzodiazepines, as explained in the text, it does not appear to impact
drug interactions involving agents that change stomach pH.

Fig. 13. Inhibition of P450-selective pathways in HLMs by omeprazole and lansoprazole.
Omeprazole-a is from (187), where the pathways were: 2D6, bufuralol 1'-hydroxylation;
2C19, S-mephenytoin 4'-hydroxylation; and 3A4, midazolam 1'-hydroxylation. Omepra-
zone-b and lansoprazole-b are from (188), where the pathways were: 2D6, dextromethor-
phan O-demethylation; 2C9, tolbutamide 4-methylhydroxylation; 2C19, S-mephenytoin
4'-hydroxylation; and 3A4, dextromethorphan N-demethylation. Note the log scale on
the Y-axis.
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Table 21
Drug Interactions with H+-K+ ATPase Inhibitor Antisecretory Agents

Inhibitor/Benzo Dose N Tmax Cmax t1/2 AUC Cl PhDyn Reference

Omeprazole 20 mg/d (dia b, c), 40 mg/d (dia a, d), multidose

Diazepam a 0.1/kg, iv 8m 2.30* 0.45* 191

Diazepam b 0.1/kg, iv 12m 1.36* 1.39* 0.73* 168

Diazepam c 0.1/kg, iv 6 2C19em 1.20* 2.34* 0.74* 192

Diazepam c 0.1/kg, iv 4 2C19pm 0.95 1.10 0.90 192

Diazepam d 10, or 8m Chi,em 0.95 0.76* 193

   N-desmethyl 1.03 1.24*

Diazepam d 10, or 7m Cau, em 1.34* 0.61* 193

   N-desmethyl 1.58* 1.41*

Lansoprazole 60 mg/d, multidose

Diazepam 0.1/kg, iv 12m 1.11 1.12 0.91 194

Pantoprazole 240 mg, iv/d, multidose

Diazepam 0.1/kg, iv 7f,5m 0.91 0.99 1.01 195

3.4.2. Interactions with Imidazole Antifungal Agents

The imidazole antifungal agents are well known for their ability to inhibit P450-

mediated drug metabolism (196). Ketoconazole is the prototype, and is an often used

3A4-selective inhibitor. Most studies comparing the effects of the imidazole antifugal

agents on different P450s have utilized ketoconazole (21–23,197). These demonstrate

that ketoconazole can inhibit many P450s, but that its ability to inhibit 3A4 at concen-

trations of �1 µM make it 10–100 times more specific for this P450 gene product (Fig.

14A). Studies comparing the inhibitory ability of the other imidazole antifungal agents

are limited. That by Maurice et al. (197), who studied inibition of cyclosporin oxidase

suggests a ranking of: clotrimazole, ketoconazole > miconazole >> fluconazole >

secnidazole > metronidazole (Fig. 14B). von Moltke et al. (38,198) found a similar

ranking: ketoconazole > itraconazole > fluconazole for the inhibition of midazolam

�- and 4-hydroxylation and for triazolam �- and 4-hydroxylation (not shown). Jurima-

Romet at al. (199) studied another 3A4 substrate, terfenadine, and found ketoconazole,

itraconazole, and fluconazole had almost equivalent Kis. When studying the inhibition

of 2C9 using tolbutamide as the substrate, Back et al. (200) found miconazole, with

an IC50 of 0.85 µM, was the most potent inhibitor of 2C9, with a relative ranking of

miconazole > clotrimazole > ketoconazole, fluconazole > terconazole > metronidazole

(Fig. 14B). Tassaneeyakul et al. (201) studied the effect of the azoles on 2E1 mediated

4-nitrophenol hydroxylation. Whereas fluconazole, itraconazole, and ketoconazole were

without effect, miconazole, bifonazole, clotrimazole, and econazole inhibited the activ-

ity with Kis of 4, 7, 12, and 25 µM (not shown).

In clinical studies on drug interactions between benzodiazepines and the imida-

zole antifungal agents, the responses appear to follow inhibition of P450 3A4 poten-

cies (Table 22). Ketoconazole has been found to inhibit the elimination of alprazolam

(202,203), chlordiazepoxide (204), midazolam (205), and triazolam (202,206,207;

Table 22). Fluconazole has been found to inhibit the elimination of midazolam (208,

209) and triazolam (210), but not bromazepam (211). Itraconazole has been found to

inhibit the elimination of alprazolam (212), diazepam (213), midazolam (205,208,214),
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and triazolam (206,215). Metronidazole had no effect on the elimination of alprazolam

(216), diazepam (217), lorazepam (216), or midazolam (218). The same was true for the

nonimidazole antifungal agent, terbinafine, on midazolam (214) and triazolam (219;

Table 21). The increases in AUC for midazolam were 15.9, 10.8, and 3.59 following

ketoconazole, itraconazole, and fluconazole, respectively. A similar potency was seen

with triazolam of 13.7, 8.15, and 3.65 (Table 22).

Fig. 14. Inhibition of human liver P450s by imidazole antifungal agents. (A) The inhibi-
tion of different P450s by ketoconazole in HLMs from Maurice et al. (197) where the
marker activities are: 1A2, phenacetin O-deethylase; 2A6, coumarin 7�-hydroxylase; 2B6,
benzphetamine demethylase; 2C19, mephenytoin 4-hydroxylase; 2D6, debrisoquine
4-hydroxylase; 2E1, aniline hydroxylase; and 3A4, cyclosporin oxidase, and in cDNA-
expressed P450s from Sai et al. (23). (B) Inhibition of P450 3A4 and 2C9 in HLMs by dif-
ferent imidazoles. The cyclosporin data are from Maurice et al. (197), the terfenadine data
are from Jurima-Romet et al. (199), and the tolbutamide data are from Back et al. (200).
Note the log scale on the Y-axis.
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Table 22
Drug Interactions with Antifungal Agents

Inhibitor/Benzo Dose N Tmax Cmax t1/2 AUC Cl PhDyn Reference

Ketoconazole  200 mg 2/d, 400 mg 1/d (chlor, mid, tri a), multidose

Alprazolam 1, or 7m 1.07 1.10 3.88* 3.98* 0.31* +++ 202

Alprazolam 1, or 9 0.83 1.08 1.45* 1.76* 0.54* 203

Chlordiazepoxide 0.6/kg, iv 6m 1.82* 1.54* 0.62* 204

   N-desmethyl 0.64*

   demoxepam 0.70*

Midazolam 7.5, or 7f,2m 1.84* 4.09* 3.11* 15.9* +++ 205

Triazolam a 0.25, or 6f,3m 1.67* 3.07* 6.45* 8.15* +++ 206

Triazolam b 0.125, or 2f,7m 1.45 2.27* 3.97* 9.16* 0.12* +++ 207

Triazolam c 0.25, or 7m 1.58 2.08* 6.10* 13.7* 0.09 +++ 202

Fluconazole 50 mg/d (tri b), 100 mg/d (bro, tri a,c), 200 mg/d (tri d, mid a)

multidose, single 400 mg (mid c) vs iv (mid b)

Bromazepam 3, or 12m 1.60 0.99 1.00 1.09 0.89 0 211

Bromazepam 3, rectal 12m 0.92 0.98 1.00 1.09 0.86 0 211

Midazolam a 0.05/kg, iv 5f,7m 1.52* 0.49* ++ 208

Midazolam a 7.5, or 5f,7m 1.70 1.74* 2.14* 3.59* ++ 208

Midazolam b 7.5, or 4f,5m 2.00 1.79* 2.23* 3.08* ++ 209

   1-hydroxy 1.24 2.42* 1.50*

Midazolam c 7.5, or 4f,5m 2.00 2.30* 2.23* 3.41* ++ 209

   1-hydroxy 1.11 2.57* 1.56*

Triazolam a 0.25, or 10f,2m 1.11* 1.25* 1.84* 2.46* +++ 219

Triazolam b 0.25, or 5f,3m 1.15 1.47* 1.29* 1.59* 0 210

Triazolam c 0.25, or 5f,3m 1.92* 1.40* 1.77* 1.99* ++ 210

Triazolam d 0.25, or 5f,3m 1.54* 2.33* 2.26* 3.65* ++++ 210

Itraconazole 200 mg/d,100 mg/d (mid b) multidose, 200 mg once at �3h (tri b)

Alprazolam 0.8, or 10m 1.94 1.29 2.57* 1.62* 0.39* ++ 212

Diazepam 5, or 5f,5m 0.81 1.06 1.34* 1.34* 0 213

   N-desmethyl 0.99 0.97

Midazolam a 7.5, or 7f,2m 1.54 3.41* 2.82* 10.8* +++ 205

Midazolam b 7.5, or 8f,4m 0.80 2.56* 2.08* 5.74* +++ 214

Midazolam c 7.5, or 5f,7m 1.80 2.51* 3.59* 6.64* + 208

Midazolam d 0.05/kg, 5f,7m 2.41* 0.31* + 208

iv (md)

Triazolam a 0.25, or 4f,3m 2.67* 2.80* 6.76* 8.15* ++++ 206

Triazolam b 0.25, or 4f,6m 1.94* 1.76* 3.11* 2.83* ++ 215

Metronidazole 400 mg, 2/d, multidose

Alprazolam 1, or 4f,6m 0.79 1.05 0.94 1.18 216

Diazepam 0.1/kg, iv 3f,3m 1.00 1.23 217

Lorazepam 2, iv 4f,4m 0.85 1.15 216

Midazolam 15, or 6f,4m 1.25 0.94 1.10 0.91 0 218

   1-hydroxy 1.00 1.00 0.76 0.88

Terbinafine 250 mg/d, multidose

Midazolam 7.5, or 8f,4m 0.8 0.82 0.92 0.75 0 214

Triazolam 0.25, or 10f,2m 0.83* 0.85 0.86 0.81 0 219

For studies that followed the pharmacodynamic effects of benzodiazepines, the

imidazole antifungal agents were found to enhance these in all cases (Table 22). Their

ability to do this followed the same potency ranking as with their effects on the pharma-

cokinetics, ketoconazole > itraconazole > fluconazole. Indeed, multiple doses of keto-

conazole strongly enhanced the pharmacodynamic effects of triazolam and midazolam;
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triazolam was also strongly enhanced by itraconazole and fluconazole. These imida-

zole antifungals were some of the most potent inhibitors found during the research for

this review.

3.4.3. Interactions with Serotonin Selective Reuptake Inhibitors

The serotonin selective reuptake inhibitors (SSRIs) are fairly potent inhibitors

of human liver P450s (Fig. 15). They are most active against P450 2D6, where they

have relative potency of paroxetine > flouxetine > sertraline, fluvoxamine > citalopram

> venlafaxine, nefazodone, with Kis ranging from 0.07 to 33 µM (Fig. 15A; 220–223).

Their inhibitory action, however, is not limited to P450 2D6. P450 3A4–dependent

metabolism of alprazolam is inhibited with Kis ranging from 10 to 83 µM (fluvoxamine

> nefazodone, sertraline > paroxetine > fluoxetine); 2C19 metabolism of mephenytoin

with Kis ranging from 1.1 to 87 µM and 2C9 metabolism of phenytoin with Kis ranging

from 6 to 66 µM (Fig. 15B; 222–224). Of particular importance for this class of drugs

is that the initial metabolite often has equal inhibitory potency to the parent drug (Fig. 15).

This is seen with midazolam where the substrate inhibition constant for �-hydroxyla-

tion was 1.4 and 11.5 µM for norfluoxetine and fluoxetine; those for 4-hydroxylation

were 17 and 67 µM (38).

Since benzodiazepines that undergo oxidative metabolism are primarily P450

3A4 (or 2C19) substrates, they are not affected by SSRI comedication to the extent of

some P450 2D6 substrates. Pharmacokinetically significant drug interactions have,

however, been identified (Table 23). Fluoxetine was found to inhibit the elimination

of alprazolam (225,226) and diazepam (227), but was reported as without effect on

clonazepam (226) and triazolam (228).

During one of the studies on alprazolam, Greenblatt et al. (226) demonstrated

the clinical relevance of the inhibition by the metabolite, norfluoxetine. Subjects were

randomly allocated to either the placebo-fluoxetine or fluoxetine-placebo order of study,

with a 14-d washout period between sessions. For subjects that took placebo first, the

inhibition of alprazolam elimination was significant; for those that took fluoxetine first,

it was not. The reason for this was that in subjects that took fluoxetine first, norfluoxetine

plasma concentrations were still quite high (226). During the 8 d of active treatment

with fluoxetine, mean norfluoxetine concentrations rose from 25 to 80 ng/mL. During

the 14 to 31 d after sessation of treatment they went from 55 to 45 ng/mL (226). Fur-

ther discussion on the effect of long half-life of SSRI metabolites can be found in the

relevant chapter in this monograph.

Fluvoxamine was found to inhibit the elimination of diazepam (229) and midazo-

lam (230). Nefazodone was found to inhibit the elimination of alprazolam and triazolam

(231–233), but not lorazepam (231,234). Sertraline had no effect on clonazepam (235)

or diazepam (236). Venlafaxine actually enhanced the elimination of alprazolam (237)

and diazepam (238; Table 23).

Where studied, the effects of the SSRIs on the pharmacodynamics of the benzodi-

azepine reflected their effect on its pharmacokinetics (Table 23). Nefazodone had greater

inhibitory effect on alprazolam than did fluoxetine, and in turn enhanced the phar-

macokinetics of alprazolam to a greater extent (225,231,232). The pharmacodynamics

of lorazepam and clonazepam were not effected by nefazodone or sertraline, respec-

tively; nor were their pharmacokinetics (231,234,235). The enhanced elimination of
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Fig. 15. Inhibition of human liver P450s by the selective seratonin reuptake inhibitors.
(A) Inhibition of P450 2D6 activities (note the log scale on the Y-axis). The data are from:
Crewe et al. (220) using sparteine 2-dehydrogenation; and Otton et al. (221), Schmider
at al. (222), and Brosen et al. (223) using dextromethorphan O-demethylation. (B) Inhibi-
tion of other P450s. The 1A2, 2C19, and 3A4 (except nefazodone and metabolites) data
are from Brosen et al. (223) using paracetamol, S-mephenytoin, and alprazolam as the
respective substrates. The 3A4 inhibition by nefazodone and metabolites is from Schmider
et al. (222) using dextromethorphan N-demethylation, and the 2C9 data are from Schmider
at al. (224) using phenytoin p-hydroxylation.
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Table 23
Drug Interactions with Antidepressants

Inhibitor/Benzo Dose N Tmax Cmax t1/2 AUC Cl PhDyn Reference

Fluoxetine 60 mg/d (tria, alp a), 20 mg 2/d (clon, alp b) multidose

Alprazolam a 1, or (md) 20/20 1.33ss* 1.27* ++ 225

Alprazolam b 1, or 6m 0.71 1.46 1.17* 1.26* 0.79* 226

Clonazepam 1, or 6m 0.46* 1.22* 0.93 0.99 1.01 226

Diazepam 10, or 6m 1.50* 1.48* 0.62* 0 227

   N-desmethyl 0.65*

Triazolam 0.25, or 19 0.71 1.10 1.01 1.02 0.93 228

Fluvoxamine titrated up to 150 mg/d, multidose

Diazepam 10, or 4f,4m 1.33 1.32 2.31* 2.80* 0.35* 229

   N-desmethyl 3.32* 1.15 1.41*

Midazolam 0.025/kg, iv 10f,10m 0.67* 230

Nefazodone 200 mg 2/d, multidose

Alprazolam 1, or (md) 12/12 1.14 1.60* 2.05* 1.98* +++ 231,232

   1'-hydroxy 2.00 1.00

   4-hydroxy 2.00 0.64* 0.72*

Lorazepam 2, or (md) 12/12 0.88 0.99 0.91 1.02 0 231,234

Triazolam 0.25, or 12m 2.20 1.66* 4.59* 3.90* +++ 231,233

Sertraline 100 mg 1/d (clon), 50 increased to 200 mg 1/d (dia), multidose

Clonazepam 1, or (md) 8f,8m 0.96 1.10 0 235

   7-amino 0.78* 1.05

Diazepam 10, iv 10/10 0.88 0.92 236

   N-desmethyl 1.23 1.26 1.13

Venlafaxine 37.5 mg 2/d (alp), 50 mg 3/d (dia), multidose

Alprazolam 2, or 1f,15m 0.80 0.94 0.79* 0.71* 1.37* -- 237

Diazepam 10, or 18m 0.86 1.07 0.84* 1.08* - 238

   N-desmethyl 0.88 0.93 0.91 1.02

alprazolam and diazepam caused by venlafaxine was associated with diminished pharma-

codynamics. An exception was the study on diazepam and fluoxetine, where a pharmaco-

kinetic interaction was found, but there was no effect on the pharmacodynamic measures

in the study (227; Table 23).

3.4.4. Interactions with Oral Contraceptives

The oral contraceptives are known to interfere with the elimination of a number

of drugs (239). Oral contraceptives vary in their composition, but in general they con-

tain an estrogen and a progestin. These can be given in combination or in sequence. In

most oral contraceptives the estrogen is ethinylestradiol. Ethinylestradiol is a mecha-

nism-based inhibitor of P450 3A4 (240). A number of progesterones are used includ-

ing, norethindrone, norgestrel, levonorgestrel, ethynodiol diacetate, norethisterone,

desogestrel, 3-keto-desogestrel, gestodene, and norgestmate. In a study by Back et al.

(241) the progestins studied were found to inhibit a number of P450s (3A4, 2C19, and

2C9), but with IC50s in the 25 to > 100 µM range (Fig. 16). In combination with the inhi-

bition of P450-mediated reactions, oral contraceptives are also inducers of glucuronidation.

A number of studies compared the pharmacokinetics of benzodiazepines in

woman who did vs woman who did not use oral contraceptives (Table 24). Inhibition
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of the elimination of benzodiazepines primarily metabolized by P450 has been found

for alprazolam (242), chlordiazepoxide (243,244), clotiazepam (123), diazepam (245,

246), midazolam (247), nitrazepam (248), and triazolam (242). No effect was found in

another study on alprazolam (249), for bromazepam (159), with intramuscular mid-

azolam (250), or in a study that compared unlabeled intravenous midazolam to 13N3-

labeled oral midazolam (251). In contrast, the elimination of benzodiazepines depending

primarily on glucuronidation was enhanced as found for lorazepam (242,244,252),

oxazepam (244,252), and temazepam (242).

In a study on conjugated estrogens and medroxyprogesterone at doses used for

estrogen replacement therapy, no or minimal effect was found on the pharmacokinetics

of midazolam (253; Table 23).

The changes in woman taking oral contraceptives were not dramatic. In studies

on the pharmacodynamic responses no effect was found for midazolam (247,251) or

temazepam (254). Interestingly, Kroboth et al. (254) found minimal stimulation to the

benzodiazepine effect in woman taking oral contraceptives along with alprazolam, tri-

azolam, and lorazepam. The finding for lorazepam was contrary to the pharmacokinetic

response. In a subsequent study, Kroboth and McAuley (255) discuss these findings in

light of the ability of a progesterone metabolite 3�-5�-tetrahydroprogesterone to bind

to the GABA receptor and enhance binding of benzodiazepines. Pretreatment with

Fig. 16. Inhibition of human liver P450s by progestogens. Data are taken from Back et al.
(241) where marker assays were performed in HLMs after coincubation with the progesto-
gens. The values shown are the % of control after use of the highest concentration of the
progestogen. The substrates and concentration of progestogens were: 3A4 (ee), ethinyl-
estradiol, 100 µM; 3A4 (diaz), diazepam hydroxylation, 100 µM; 3A4 (cyc), cyclosporin
hydroxylation, 50 µM; 2C19 (diaz), diazepam N-demethylation, 100 µM; and 2C9 (tol),
tolbutamide, 25 µM.
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Table 24
Drug Interactions with Oral Contraceptives

Inhibitor/Benzo Dose N Tmax Cmax t1/2 AUC Cl PhDyn Reference

Regular therapeutic doses of low-dose estrogen oral contraceptives

Alprazolam 1, or 10/10 0.71 1.18 1.29* 1.35* 0.79* + 242,254

Alprazolam 1, or 16/23 1.03 1.07 1.02 249

Bromazepam 6, or 11/7 0.91 1.14 1.06 0.99 159

Chlordiazepoxide 0.6/kg, iv 7/11 1.64 0.66 243

Chlordiazepoxide 0.6/kg, iv 6/6 1.77* 0.40* 244

Clotiazepam 5, or 6/8 2.27 1.01 123

Diazepam 10, iv 5/10 1.83* 0.51* 245

Diazepam 10, iv 8/8 1.47* 0.60* 246

Lorazepam 2, iv 15/15 0.93 1.20 252

Lorazepam 2, iv 7/8 0.43* 3.73* 244

   Glucuronide 6.00* 1.50*

Lorazepam 2, or 11/9 0.86 1.06 0.78* 0.94 1.12 + 242,254

Midazolam 7.5, im 8/7 1.17 0.78 1.61 0.84 1.11 250

   1-hydroxy 0.94 0.88 0.94 0.89

Midazolam 7.5, or 9f 1.00 1.16 1.10 1.20* 0 247

   1-hydroxy 1.00 1.25 1.30 1.43*

Midazolam 0.05/kg, iv 9f 1.09 0.93 1.08 0 251
13N3-Midazolam 3, or 9f 0.78 1.06 0.89 1.10 0.92 0 251

Nitrazepam 5, or 6/6 1.19 1.17 1.00 0.82 248

Oxazepam 30, or 17/14 0.94 1.27 252

Oxazepam 45, or 5/6 0.64 2.57* 244

Temazepam 30, or 10/10 0.89 0.82 0.60* 0.61* 1.62* 0 242,254

Triazolam 0.5, or 10/10 1.50 1.06 1.16 1.44 1.47 + 242,254

Conjugated estrogens (0.625 mg) ± medroxyprogesterone (5 mg)

Midazolam 3, or 10/10 1.20 1.18 0.89 253

progesterone was found to enhance the pharmacodynamic effects of triazolam. These

findings suggest that the progesterones used in oral contraceptives and estrogen replace-

ment therapy may stimulate the action of benzodiazepines despite their actions on the

pharmacokinetics of the benzodiazepine.

3.4.5. Interactions with Anticonvulsants

The anticonvulsants include many medications that are known to induce P450s,

including P450 3A4. In an in vitro study using primary cultures of human hepatocytes,

Pichard et al. (256) were able to produce induction of both P450 3A4 content mea-

sured immunochemically and the 3A4-mediated activity, cyclosporin oxidase, with

the anticonvulsants phenobarbital and phenytoin (Fig. 17). Carbamazepine induced 3A4

content, but reduced its activity. This reduction was not found in HLMs, and was attrib-

uted by the authors to cellular toxicity at the doses used in the induction study (256).

Clinical studies following epileptic patients who use a mixture of anticonvulsants

that include carbamazepine and/or phenytoin when compared to nonmedicated con-

trols have shown that anticonvulsant treatment enhances the elimination of clobazam

(257), diazepam (258), and midazolam (259; Table 25). In a study comparing patients

taking noninducing anticonvulsants, inducing anticonvulsants and inducing anticon-

vulsants that included felbamate, the ratio of N-desmethylclobazam to clobazam were
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greatest in the latter group, suggesting the inductive properties of felbamate (260).

The clearance of clorazepate was greater in epileptic patients taking phenytoin and/or

phenobarbital than for literature values for nonmedicated subjects (261).

Controlled studies in healthy volunteers with carbamazepine alone have demon-

strated its ability to enhance the elimination of alprazolam (262), clobazepam (263),

and clonazepam (264; Table 25). The effect of carbamazepine on alprazolam is con-

sistent with a case report on decreased alprazolam plasma concentrations coinciding

with decreased effectiveness in a patient with atypical bipolar disorder once he was

started on carbamazepine treatment (265).

Valproic acid was found to increase the clearance of diazepam without any effect

on its t1/2; this was attributed to the ability of valproic acid to displace diazepam from

its plasma protein binding sites (266,267). Valproic acid also decreases the elimina-

tion of lorazepam, with decreases in clearance and increased t1/2 (268,269). This was

shown to be due to inhibition of lorazepam glucuronide formation (268; Table 25).

In the study on carbamazepine and/or phenytoin on midazolam, the AUC and

Cmax of midazolam were greatly reduced, to 5.7 and 7.4% of nontreated controls, and

the pharmacodynamic measures were significantly reduced (259). When alprazolam

was given along with carbamazepine, only minimal dimunition of the pharmacody-

namic effects were observed. The authors attributed this to the sedative nature of car-

bamazepine (262), which would be greater in these nontolerant volunteer subjects

than in the epileptic patients used for the midazolam study. Sedation scales were only

minimally affected during the study on the interaction between valproic acid and lor-

azepam (269).

Fig. 17. The induction of cyclosporin oxidase activity, a marker for P450 3A4, in primary
cultures of human hepatocytes. The data are from Pichard et al. (256); the dashed line
shows 100% control activity.
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Table 25
Drug Interactions with Anticonvulsants

Inhibitor/Benzo Dose N Tmax Cmax t1/2 AUC Cl PhDyn Reference

Anticonvulsants Several, but including carbamazepine and/or phenytoin

Clobazam 30, or 6/6 0.43* 257

   N-desmethyl 2.90*

Diazepam 10, iv 9/6 0.39* 2.58* 258

   N-desmethyl 0.71* 1.50*

Midazolam 15, or 6/7 1.00 0.07* 0.42* 0.06* --- 259

Carbamazepine 100 mg 3/d (alp), 200 mg 2/d (clob), 200 mg 1/d (clon), multidose

Alprazolam 0.8, or 7m 0.62 1.11 0.45* 2.22* - 262

Clobazam 20, or (md) 2f,4m 0.38ss* 0.37* 2.58* 263

   N-desmethyl 1.44* 0.59*

Clonazepam 1, or (md) 2f,5m 0.29ss* 0.70* 264

Valproic acid 250 or 500 mg 2/d (lor), 500 mg 3/d (diaz), multidose

Diazepam 10, iv 6m 0.99 0.69* 1.45* 267

Lorazepam 2, iv 8m (effect in 6 of 8) 0.60* 268

   Glucuronide 0.42*

Lorazepam 1, or 16m 1.05 1.08* 1.35* 1.20 0.69* ± 269

3.4.6. Interactions with Cardiovascular Agents

Drug interactions of benzodiazepines have been found with a number of cardiovas-

cular agents, particularly the 	-adrenoreceptor antogonists and the calcium channel

blockers. Information on the in vitro interactions of these drugs with P450s is essen-

tially limited to the calcium channel blockers (Fig. 18). Early studies found only moder-

ate to weak inhibitory action on P450 3A4 metabolism by calcium channel blockers; the

percent inhibition of cyclosporin oxidation using 50 µM nicardipine, nifedipine, verap-

amil, and diltiazem was 81, 17, 29, and 20, respectively, when the inhibitor was added

at the start of the reaction (270). More recently, Sutton et al. (271) found that the N-des-

methyl- and N,N-didesmethyl- metabolites of diltiazem were much more potent inhib-

itors of 3A4 activity (respective IC50s of 11 and 0.6 µM) than the parent compound (IC50

of 120 µM). When diltiazem was preincubated with microsomes and NADPH prior to

addition of substrate its effective inhibitory potential greatly increased due to metab-

olite formation. In a subsequent study, Ma et al. (272) tested the ability of a number of

calcium channel blockers to inhibit 3A4, 2D6, and 2C9 activities (Fig. 18). For all,

except mibefradil and nifedipine, inhibition of 3A4 was enhanced with preincubation

in the presence of NADPH; this did not have any effect on inhibition of 2C9 or 2D6

activities. Whether the preincubation effect was due to generation of more active metab-

olites, or some other mechanism-based or metabolite intermediary complex formation

route of inhibition has not been determined except for diltiazem. While metabolites of

propranolol are known to bind to microsomes (273), no studies were found on P450 selec-

tive inhibition by this or other 	-adrenoreceptor antogonists, even though they have

been found to cause drug interactions.

Propranolol has mixed effects on benzodiazepines in clinical studies (Table 26).

It enhanced the elimination of alprazolam (274), it inhibited the elimination of bro-

mazepam (159) and diazepam (274,275), and it had no effect on the elimination of
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lorazepam (274) or oxazepam (276). Metoprolol also inhibited the elimination of

bromazepam (277) and diazepam (275,278) with no effect on lorazepam (277). Atenolol

and labetalol had no effect on the pharmacokinetics of diazepam (275) and oxazepam

(276), respectively. In the aforementioned studies, the inhibition of elimination was

only slight to mild, and where studied (275,276,278) there were only slight or no effects

on the pharmacodynamics of the benzodiazepines (Table 26).

Diltiazem has been shown to inhibit the elimination of intravenous (279) and oral

(280) midazolam, and oral triazolam (281,282). Verapamil inhibits the elimination of

midazolam (280), and mibefradil the elimination of triazolam (283). Isradipine was

without effect on triazolam (283). The inhibitory calcium channel blockers had signif-

icant enhancing effects on the pharmacodynamics of the benzodiazepines (280–283;

Table 26).

3.4.7. Interactions with Antibiotics

Among the antibiotics, the antitubucular agent rifampin (rifampicin) is well known

for its ability to induce drug metabolism (284), as can also be seen in in vitro systems

(Fig. 17). The macrolide antibiotics are well-known inhibitors of P450 3A4 (285). The

specificity of the macrolide antibiotics is exemplified by troleandomycin, which is com-

monly used as a selective inhibitor of 3A4 (Table 9). Yamazaki and Shimada (286) have

also demonstrated that erythromycin, roxithromycin, and the M1, M2 and M3 metabo-

Fig. 18. Inhibition of P450s by calcium channel blockers. Data are from Ma et al. (272)
using the results after preincubation of the inhibitor with HLMs and NADPH prior to addi-
tion of substrate. Preincubation decreased the IC50s for all 3A4 inhibition except for mibefra-
dil and nifedipine. Preincubation had no effect on inhibition of 2D6 or 2C9. Bars extend-
ing above the dashed line had IC50s greater than 150 µM (100 µM for verapamil and 2C9).
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lites of roxithromycin inhibit P450 3A4 with no effect on activities selective for 1A2

or 2C9. In a similar study Zhao et al. (287) demonstrated that erythromycin, clarithro-

mycin, rokitamycin, and the rokitamycin metabolite, LMA7, inhibit 3A4 selective

activity with no effect on 1A2, 2C9, or 2D6 activities. The macrolide antibiotics form

metabolite intermediate complexes with human liver microsomal P450 (286,288). This

should be taken into consideration when comparing studies on the in vitro inhibition

with these compounds, as lower IC50 or Ki values will be obtained when the inhibitor is

preincubated with the microsomes and a source of NADPH prior to addition of substrate

(Fig. 19). A number of studies have compared the ability of the macrolide antibiotics

to inhibit P450 3A4 selective activities (287,289,290). From these studies the relative

inhibitory potency of the macrolide antibiotics can be ranked as josamycin, troleando-

mycin > rokitamycin > erythromycin, clarithromycin > roxithromycin >> azithromycin,

spiramycin, the latter two having no inhibitory effect at concentrations up to 250 µM

(Fig. 19). The clinical studies discussed below also address drug interactions with isonia-

zid. A recent study found isoniazid was a mechanism-based inhibitor of P450 1A2, 2A6,

Table 26
Drug Interactions with Cardiovascular Agents

Inhibitor/Benzo Dose N Tmax Cmax t1/2 AUC Cl PhDyn Reference

Propranolol 80 mg, 2–3/d, multidose

Alprazolam 1, or 6 1.50 0.79* 0.86 1.38 274

Bromazepam 6, or 2f,5m 0.97 1.19 1.20* 0.79 159

Diazepam 5, or (md) 12m 1.31 1.16 1.19 + 275

Diazepam 5, iv 8 1.20 0.83* 274

Lorazepam 2, iv 9 1.04 0.98 274

Propranolol 80 mg, at 0h

Oxazepam 15, or 2f,4m 0.91 0.84 0.93 1.09 ± 276

Metoprolol 100 mg, 2/d, multidose

Bromazepam 6, or 12m 0.98 1.17 0.92 1.35 0.87 0 277

Diazepam 5, or (md) 12m 1.15 1.21* 1.25* + 275

Diazepam 0.1/kg, iv 6m 1.27 0.81 + 278

Lorazepam 2, or 12m 1.14 0.93 0.92 1.01 0.97 0 277

Atenolol 25 mg, 2/d, multidose

Diazepam 5, or (md) 12m 1.23 1.08 1.06 0 275

   N-desmethyl 1.00

Labetalol 200 mg, at 0 h

Oxazepam 15 mg, or 2f,4m 1.00 0.91 0.95 0.90 0 276

Diltiazem 60 mg, plus 0.1 mg/kg/h infusion during anethesia

Midazolam 0.1/kg, iv 15/15 1.43 1.15* 279

Diltiazem 60 mg, 3/d, multidose

Midazolam 15, or 9f 1.09 2.05* 1.49* 3.75* ++ 280

Triazolam 0.25, or 7f,3m 1.50* 1.86* 2.35* 2.83* ++ 281

Triazolam 0.25, or 7m 1.19 1.71* 1.85* 2.28* ++ 282

Verapamil 80 mg, 3/d, multidose

Midazolam 15, or 9f 0.64 1.97* 1.41* 2.92* ++ 280

Mibefradil 50 mg, 1/d, multidose

Triazolam 0.25, or 5f,2m 2.00* 1.89* 4.62* 8.36* +++ 283

Isradipine 5 mg, multidose

Triazolam 0.25, or 5f,2m 1.00 0.94 0.78* 0.77* 0 283
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2C19, and 3A4 (respective Kis of 56, 60, 10, and 36 µM), with little or no effect on 2D6

and 2E1 (291). The fluoroquinolone antibiotics that include ciprofloxacin are also

addressed and are know to inhibit P450 1A2 activities both in vivo (292) and in vitro

(293,294). Their selectivity for that P450, however, has not been established.

Generalized antitubucular treatment that included a combination of rifampin,

ethambutol, and isoniazid was found to result in significantly enhanced elimination of

diazepam (295; Table 27). In the same study, ethambutol was found to have no signif-

icant effect on diazepam elimination, whereas isoniazid actually inhibited the elimin-

ation of diazepam (295). This strongly suggested that the induction of diazepam elimination

was due to rifampin, which was subsequently confirmed by Ohnhaus et al. (296). Iso-

niazid has also been found to inhibit the elimination of triazolam (297), whereas it had

no effect on oxazepam (297) or clotiazepam (123). Rifampin has also been shown to

induce the elimination of alprazolam (203), midazolam (298,299), nitrazepam (300),

and triazolam (301); it had no or only a slight inductive effect on temazepam (300). In

the studies on midazolam (298,299) and triazolam (301), the induction of drug elimi-

nation almost negated any pharmacodynamic effect of the benzodiazepine.

Erythromycin has been found to inhibit the elimination of alprazolam (302), diaz-

epam (303), flunitrazepam (303), midazolam (304–306), and triazolam (290,307). It

had little or no effect on the pharmacokinetics of temazepam (308). Olkkola et al. (305)

Fig. 19. The relative inhibitory potency of macrolide antibiotics toward P450 3A4 activ-
ities in HLMs. The data for cyclosporin (oxidase) are from Marre et al. (289). These incu-
bations were performed without preincubation of the inhibitors, which generally results
in higher IC50s. The data for midazolam (�-hydroxylation) and triazolam (�-hydroxyla-
tion) are from Greenblatt et al. (290) and Zhao et al. (287), respectively. Both of these
studies preincubated the microsomes with the macrolide antibiotics prior to addition of
substrate.
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Table 27
Drug Interactions with Antibiotics

Inhibitor/Benzo Dose N Tmax Cmax t1/2 AUC Cl PhDyn Reference

Generalized antitubucular treatment (isoniazid, rifampin and ethambutol) for at least 2 wk

Diazepam 5–7.5, iv 7/7 0.25* 4.05* 295

Ethambutol 25 mg/kg, iv, 1/d, multidose in newly diagnosed tubucular patients

Diazepam 5–7.5, iv 6/6 1.15 0.78 295

Isoniazid 90 mg, 2/d, multidose

Clotiazepam 5, or 11 1.27 1.17 123

Diazepam 5–7.5, iv 6f,3m 1.33* 0.74* 295

Oxazepam 30, or 5f,4m 0.74 1.03 1.11 0.98 1.09 297

Triazolam 0.5, or 2f,4m 1.16 1.20 1.31* 1.46* 0.58* 297

Rifampin 1200 mg, 1/d, multidose

Diazepam 10, or 7m 0.76 0.69* 0.28* 0.27* 3.72* 296

   N-desmethyl 0.42* 3.18r*

   3-hydroxy 0.52* 2.68r*

   oxazepam 0.77* 1.29r*

Rifampin 600 mg, 1/d, multidose

Alprazolam 1, or 4 0.75 0.64* 0.18* 0.12* 7.54* 203

Diazepam 10, or 7m 1.18 0.80 0.30* 0.23* 4.27* 296

   N-desmethyl 0.51* 1.48r*

   3-hydroxy 0.57* 1.88r*

   oxazepam 0.87 1.20r*

Midazolam 15, or 5f,5m 1.25 0.06* 0.42* 0.04* ---- 298

Midazolam 15, or 5f,4m 0.67 0.05* 0.20* 0.02* ---- 299

Nitrazepam 5, or 8 0.75 0.96 0.61* 1.83* 300

Temazepam 10, or 8 0.86 0.90 0.86 1.11 300

Triazolam 0.5, or 4f,6m 1.00 0.12* 0.46* 0.06* ---- 301

Erythromycin 750 mg, at –1 h

Midazolam 10, or 5m 0.50* 1.20* ++ 304

Erythromycin 500 mg (diaz, flun, tem, mid, triaz b) 400 mg (alp), 333 mg (triaz a), 3/d, multidose

Alprazolam 0.8, or 12m 2.63* 1.18 2.52* 1.61* 0.40* 0 302

Diazepam 5, or 5f,1m 0.62 1.21 1.72 1.07* 0 303

   N-desmethyl 0.81

Flunitrazepam 1, or 3f,12m 2.00 1.17 1.56* 1.28* 0 303

Midazolam 0.05/kg, iv 4f,2m 1.77* 0.46* + 305

Midazolam 15, or 9f,3m 0.66 2.79* 2.38* 4.42* +++ 305

Midazolam 15, or 8f,4m 1.00 2.71* 2.19* 3.81* +++ 306

Temazepam 20, or 6f,4m 0.87 1.13 1.00 0 308

   Oxazepam 1.05 0.96 1.07

Triazolam a 0.5, or 16m 0.90 1.46* 1.54* 2.06* 0.48* 307

Triazolam b 0.125, or 6f,6m 1.00 1.77* 2.25* 3.80* 0.35* +++ 290

Troleandomycin 1 g, 2/d, multidose

Triazolam 0.25, or 7m 1.57* 2.08* 3.58* 3.76* 0.26* +++ 309

Roxithromycin 300 mg, 1/d, multidose

Midazolam 15, or 5f,5m 0.94 1.37 1.29* 1.47* + 310

Azithromycin  500 mg, 3/d (mid), 2/d (triaz), multidose

Midazolam 15, or 8f,4m 1.00 1.29 1.09 1.26 0 306

Triazolam 0.125, or 6f,6m 1.00 1.14 0.94 1.02 1.01 ± 290

Clarithromycin 500 mg, 2/d, multidose

Triazolam 0.125, or 6f,6m 1.22 1.97* 3.07* 5.25* 0.23* ++++ 290

Ciprofloxacin 500 mg, 2/d, multidose

Diazepam 10, iv 10m 1.18 1.16 0.91 312

Diazepam 5, iv 6f,6m 1.94* 1.50* 0.63* 0 311
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demonstrated that the effect of erythromycin was more potent for oral than intravenous

midazolam. For oral midazolam, the erythromycin interaction produced significantly

enhanced pharmacodynamic reactions (304–306), whereas the interaction of erythromy-

cin with alprazolam (302), diazepam (303), flunitrazepam (303), and intravenous mid-

azolam (305) had little or no effect on the pharmacodynamics of the drugs (Table 26).

Troleandomycin (309) and clarithromycin (290) inhibit the elimination of triazolam;

the interaction with troleandomycin being associated with a significant effect on its

pharmacodynamics. Roxithromycin had a small but significant effect on the pharma-

cokinetics and pharmacodynamics of midazolam (310). Azithromycin had no effect

on the pharmacokinetics and pharmacodynamics of midazolam (290,306; Table 27).

The fluoroquinolone antibiotic ciprofloxacin was found to inhibit the elimina-

tion of 5 mg intravenous diazepam in one study (311), with little or no pharmacody-

namic effect. In another study, ciprofloxacin had little or no effect on the elimination

of 10 mg intraveneous diazepam (312; Table 26). Possibly higher doses of diazepam

overcome a weak inhibitory action of ciprofloxacin.

3.4.8. Interactions with Antiretroviral Agents

The antiretroviral agents, particularly the protease inhibitors and nonnucleoside

reverse transcriptase inhibitors, are an emerging group of potent inhibitors, and, in some

cases, inducers of drug-metabolizing enzymes (313–315). In vitro, the protease inhib-

itors are particularly potent inhibitors of P450 3A4, with 2C9 and 2C19 also inhibited

by some (Fig. 20A). The relative potency for inhibition of 3A4 is ritonavir > indinavir

> saquinavir (316–321; Fig. 20A). Saqinavir has variously been found equipotent to

nelfinavir (318), less potent than nelfinavir (319,320), and more potent than nelfinavir

(321). In a single study on amphenavir, it was found to inhibit 3A4 with a potency simi-

lar to indinavir (320). A single study comparing the inhibitory potency of the nonnucle-

oside reverse transcriptase inhibitors suggests that their relative ability to inhibit P450

3A4 is delaviridine > efanvirenz >> nevirapine (322). P450s 2C9 and 2C19 are also sus-

ceptible to inhibition by delaviridine and efanvirenz (Fig. 20B; 322).

The antiretroviral agents are given in combination. Much of what is currently

know about their ability to induce drug metabolism comes from clinical studies on the

combination of two or more of these drugs. From these studies the protease inhibitors,

ritonivar, nelfinavir, amprenavir, and the nonnucleoside reverse transcriptase inhibi-

tors, efavirenz and nevirapine, have all shown the potential to induce drug metabolism

(313,315). They also inhibit the metabolism of some of the other antiretroviral agents.

Studies on the interactions of antiretroviral agents with benzodiazepines are cur-

rently limited (Table 28), but will probably grow based on the clinical significance of

these drugs. Ritonavir, after 2 or 3 d of treatment, has been found to inhibit the elimina-

tion of triazolam (323) and alprazolam (324). The inhibition of triazolam is quite sig-

nificant with major effects on the pharmacokinetics of this benzodiazepine. The effects

on alprazolam are also significant, but did not have as great an impact on its pharma-

codynamics. In the paper concerning ritonavir and alprazolam (324), the authors cite an

abstract that was unavailable for review. The abstracted study apparently tested the inter-

action between ritonavir and alprazolam after 10 d of ritonavir treatment and found no

significant effect. Greenblatt et al. (324) speculate that the longer treatment with rito-
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navir is coupled with greater induction of metabolism, such that the mixed inhibition-

induction of alprazolam has an end effect of no result.

The interaction of midazolam with saquinavir has also been studied. Three- or

5-d treatment with saquinavir causes a significant inhibition of the elimination of oral

midazolam associated with a significant enhancement of its pharmacokinetics. Saqua-

nivar also inhibited the elimination of intravenous midazolam, but to a lesser extent

(325; Table 28). The mixed inductive and inhibitory nature of the protease inhibitors

and the nonnucleoside reverse transcriptase inhibitors may make it more difficult to

predict when drug interactions will occur. Further studies may shine more light on the

matter.

Fig. 20. The relative inhibitory potency of (A) protease inhibitor and (B) non-nucleoside
reverse transcriptase inhibitor antiretroviral agents toward selective P450 activities in
HLMs. The data for the protease inhibitors are from von Moltke et al. (319), except for
the effect of saquinavir on P450 2C9, which are from Eagling et al. (316). The data for
the non-nucleoside reverse transcriptase inhibitors are from von Moltke et al. (322),
except for the effect of nevirapine on P450 2E1, which are from Erickson et al. (402).
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3.4.9. Interactions with Grapefruit Juice

In a seminal study reported in 1991, Baily et al. (326) demonstrated that grape-

fruit juice, but not orange juice, significantly increased the bioavailability of oral

felodipine and nifedipine, both P450 3A4 substrates. In combination with studies dem-

onstrating grapefruit juice had no effect on intravenously administered drugs, and since

the AUCs and Cmaxs were often increased but not t1/2s, it was concluded that grapefruit

juice had its main impact on bioavailability at the level of the gastrointestinal system.

P450 3A4 is also the major P450 in the gastrointestinal system (327,328), and the drugs

affected by grapefruit juice are 3A4 substrates (329,330). This connection was high-

lighted when it was shown that ingestion of grapefruit juice in human volunteers was

associated with a loss of 3A4 content, but not mRNA (331,332). Efforts to determine

the components of grapefruit juice responsible for its inhibitory effects therefore cen-

tered on P450 3A4 inhibitors.

A major unique component of grapefruit juice is the flavonoid, naringen. It can

make up to 10% of the dry weight of the juice and is responsible for the bitter taste.

The initial study on inhibition of P450 3A4 found that naringen was essentially ineffec-

tive; the aglycone of naringen, narinengen, however, did inhibit nifedipine oxidation

with an IC50 of 100 µM (333). In the same study, it was shown that other aglycone flavo-

noids unique to grapefruit, quercetin, kaempferol, apegenin, and hesperetin, also inhib-

ited nifedipine oxidation with respective approximate IC50s of 80, 90, 300, and 300

µM (Fig. 21). Additional studies confirmed the ability of these flavonoids to inhibit

3A4 specific activities, including nifedipine oxidation (334), midazolam �-hydroxy-

lation (37,335), quinidine 3-hydroxylation (335), 17	-estradiol metabolism (336), and

saquinavir metabolism (337). Two clinical studies examined the relative inhibitory

action of quercetin vs grapefruit juice on nifedipine pharmacokinetics (338) and narin-

gen vs grapefruit juice on felodipine pharmacokinetics (339). Neither flavoniod when

administered at doses comparable to those in the grapefruit juice caused any effect on

the bioavailability of the drug (338,339).

Examination of the inhibitory capacity of HPLC fractions of extracts of grape-

fruit juice pointed to the furanocoumarin components of grapefruit juice as other inhib-

itors of P450 3A4 (337,340–342). Their inhibitory capacity for 3A4-related substrates

was one to two orders of magnitude greater than the flavonoids (Fig. 21). Subsequent

Table 28
Drug Interactions with Antiretroviral Agents

Inhibitor/Benzo Dose N Tmax Cmax t1/2 AUC Cl PhDyn Reference

Ritonavir 200 mg, 2/d, four doses (triaz at +1 h after 3rd dose; alpraz at +1 h after 2nd dose)

Triazolam 0.125, or 6m 1.80* 1.87* 13.6* 20.4* 0.04* ++++ 323

Alprazolam 1.0, or 8 1.50 1.04 2.23* 2.48* 0.41* ++ 324

Saquinavir 1200 mg, 3/d, 5d (midaz on d3 or d5)

Midazolam 7.5, or 6f,6m 1.33 2.35* 2.53* 5.18* +++ 325




�-hydroxy- 1.33 0.62* 0.19*

Midazolam 0.05/kg, iv 6f,6m 0.90ss 2.31* 2.49* 0.44 + 325




�-hydroxy- 1.00 0.57* 0.42*
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studies demonstrated that the furanocoumarins were mechanism-based inhibitors of

P450 3A4 (332,343), which was consistent with the loss of 3A4 content in enterocytes.

With only limited amounts of the furanocoumarins available, there has not yet been a

clinical study to indicate they can substitute for grapefruit juice in causing drug inter-

actions. Their role in grapefruit juice drug interactions therefore has not yet been

established.

The effect of grapefruit juice may not be limited to 3A4 substrates; one of the

furanocoumarins, bergamottin, was shown to inhibit activies selective for P450s 2A6,

2C9, 2D6, 2E1, and 3A4 all with IC50s in the 2–6 µM range (344). In addition, Fuhr et

al. (345) found that grapefruit juice decreases the oral clearance of caffeine, a P450

1A2 substrate. Grapefruit juice also effects P-glycoprotein-mediated transport, increas-

ing the basolateral to apical flux (337,346,347). The relative role the transporter and

P450 3A4 have on the bioavailability of a drug may also be important in determining

the active component in the effect of grapefruit juice. For benzodiazepines undergoing

oxidative metabolism, P450 3A4 appears to be more important.

Coadministration of grapefruit juice was found to increase the AUC of oral, but

not intravenous, midazolam (348,349), oral triazolam (350), and oral alprazolam (351;

Table 29). In normal subjects, the effect was modest, and accompanied with no or

only minor effects on the pharmacodynamics of the benzodiazepines (348,350–352).

In a study performed on subjects with cirrhosis of the liver, the effect of grapefruit

Fig. 21. The relative potency of components of grapefruit juice to inhibit P450 3A4
activities. The data for the flavonoids are for nifedipine oxidation and are from Guengerich
and Kim (333). Data for the furocoumarins, bergamottin, and 6',7'-dihydroxybergamottin
(DHB) are for saquinavir metabolism and are from Eagling et al. (337). The data for the
HPLC fractions containing furocoumarins designated GF-1-1 and GF-1-4 are Kis for inhi-
bition of testosterone 6	-hydroxylation and are from Fukuda et al. (342). Note the log
scale on the Y-axis.
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juice was much greater, and a related decrease in the Cmax and AUC of the 1-hydroxy-

metabolite was found that was not seen in normal subjects (349). This suggests that

cirrhotics are more dependent upon intestinal metabolism of midazolam. In a study on

other juices, tangerine juice was found to delay the absoprtion of midazolam and slightly

delay its pharmacodynamic effects (353; Table 29).

3.4.10. Interactions with Miscellaneous Agents

Clinical studies concerning potential drug interactions with benzodiazepines have

been performed with a number of drugs for which either only a single drug in its class

was studied, or there was no explicit connection with an aspect of drug metabolism.

These studies will be considered in this section.

3.4.10.1. INTERACTIONS WITH METHYLXANTHINES

Intravenous aminophylline, a prodrug of theophylline, was tested as a potential

antagonist of diazepam. It produces a slight, but insignificant decrease in the Tmax and

Cmax of diazepam, with no effect on the AUC. It did produce a significant decrease in

the pharmacodynamic measures of diazepam (354; Table 30). The effect of chronic

theophylline on alprazolam was compared in subjects with chronic obstructive pul-

monary disease that were or were not taking theophylline. Following 7 d of 1/d alpra-

zolam, the pharmacokinetics were compared in the two groups; in the group taking

theophylline a significant decrease in the steady-state level and AUC of alprazolam

was observed (355). Caffeine was found to have no effect on the pharmacokinetics of

diazepam (356) or alprazolam (203); but caffeine did slightly diminsh the pharmaco-

dynamic measures for diazepam (356; Table 30).

3.4.10.2. INTERACTIONS WITH ANTIPYRINE

Antipyrine has long been known to be an inducer of drug metabolism in humans.

In an initial study, Ohnhaus et al. (357) demonstrated that a 7-d treatment with antipy-

Table 29
Drug Interactions with Juices

Inhibitor/Benzo Dose N Tmax Cmax t1/2 AUC Cl PhDyn Reference

Grapefruit juice 250–400 mL

Midazolam 10, or 13/12 + 352

Midazolam 5, iv 8m 1.00 1.04 0.95 0 348

   1-hydroxy 0.89 1.19 1.00 1.06

Midazolam 15, or 8m 0.98 1.52* 0.96 ++ 348

   1-hydroxy 2.05* 1.00 1.00 1.30*

Midazolam 15, or 3f,7ma 1.24 1.16 1.00 2.31* 349

   1-hydroxy 1.73 0.27* 1.06 0.38*

Triazolam 0.25, or 13/12 0 352

Triazolam 0.25, or 4f,6m 1.67 1.25* 1.18 1.47* + 350

Grapefruit juice 200 mL 3/d, multidose

Alprazolam 0.8, or 6m 0.83 1.08 1.38* 1.18* + 351

Tangerine juice 100 mL at �0.25 h and 100 mL at 0 h

Midazolam 15, or 4f,4m 2.00* 0.82 1.00 0.86 delay 353

   1-hydroxy 1.25* 0.70* 0.95 0.87

aSubjects had liver cirrhosis.
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Table 30
Drug Interactions with Miscellaneous Agents

Inhibitor/Benzo Dose N Tmax Cmax t1/2 AUC Cl PhDyn Reference

Aminophylline 5.6 mg/kg, iv

Diazepam 0.25/kg, or 8m 0.75 0.86 1.00 --- 354

Theophylline chronic for obstructive pulmonary disease

Alprazolam 0.5, or, 7 d 6/5 0.25ss* 0.32* 355

Caffeine 6 mg/kg (diaz) 100 mg (alpr) at 0 h

Diazepam 0.3/kg, or 3f,3m 1.00 1.00 - 356

Alprazolam 1, or 9 1.08 1.03 1.22 1.07 0.82 203

Antipyrine 600 mg, 2/d, multidose

Diazepam 10, or 2f,5m 1.09 0.95 0.49* 1.93* 357

   N-desmethyl 0.42* 0.46*

Diazepam 10, or 7 0.82 1.01 0.59* 0.51 2.02* 296

   N-desmethyl 0.84 1.40r

   3-hydroxy 0.82 1.28r

   oxazepam 1.06 0.87r

Disulfiram 500 mg, 1/d, multidose

Chlordiazepoxide 50, iv 6 1.84* 0.46* 358

Diazepam 0.143/kg, or 6 0.85 0.97 1.37* 0.59* 358

Oxazepam 0.429/kg, or 5 1.00 0.83 1.17 1.02 358

Disulfiram chronic treatment of alcoholics

Alprazolam 2, or 5f,6m 1.19 0.88 0.92 0.94 359

Diflunisal 500 mg, 2/d, multidose

Oxazepam 30, or 6m 0.96 0.62* 1.13 0.84 1.48* 400

   glucuronide 1.20 1.34 1.30* 1.70* 0.62r*

Glucocorticoid chronic treatment

Midazolam 0.2/kg, iv 8/10 0.96 0.64 1.27 360

   1-hydroxy 0.60* 0.67

Dexamethasone 1.5 mg, 1/d, multidose

Triazolam 0.5, or 8f,2m 1.00 1.15 1.05 0.82 0 361

Paracetamol 1g/d from –1 d to +3 d

Diazepam 10, or 1f,2m 1.00 1.01 1.12 0.94 362

Probenecid 2 g, at –2h (adin) or 500 mg, 4/d (lor) or 500 mg 1/d (tem, nit) multidose

Adinazolam 60, or 16m 0.67 1.37* 1.06 1.13* 0.84* ++ 364

   N-desmethyl 1.92* 1.49* 0.90 1.77*

Lorazepam 2, iv 9 2.31* 0.55* 363

Nitrazepam 5, or 8 1.20 1.08 1.21* 0.75* 300

Temazepam 10, or 8 1.09 0.93 1.06 0.90 300

Modafinal 200 mg/d, 7 d; 400 mg/d, 21d

Triazolam 0.125, or 16f 1.43* 0.56* 0.65* 0.38* 366

Herbal dietary supplements

Garlic oil 500 mg, 3/d, 28 d

Midazolam 8, or 6f,6m 1.00 (1-h 1'-OH/midazolam) 367

Panax ginseng 500 mg, 3/d, 28 d (5% ginseosides)

Midazolam 8, or 6f,6m 1.00 (1-h 1'-OH/midazolam) 367

Ginkgo biloba 60 mg, 4/d, 28 d (24% flavone glycosides; 6% terpene lactones)

Midazolam 8, or 6f,6m 1.00 (1-h 1'-OH/midazolam) 367

Hypericum perforatum (St. John’s wort) 300 mg, 3/d, 28 d (0.3% hypericin)

Midazolam 8, or 6f,6m 1.98* (1-h 1'-OH/midazolam) 367

rine significantly decreased the AUC and t1/2 of oral diazepam. In this study, the AUC

and t1/2 of N-desmethyldiazepam were also significantly decreased. In a follow-up study

comparing the effects of antipyrine and rifampin on the elimination of diazepam, 7-d
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pretreatment with antipyrine had similar effects on the parent drug; the AUCs of the

N-desmethyl-, 3-hydroxy-, and oxazepam metabolites were not suppressed as much

suggesting relative induction of these pathways (296; Table 30).

3.4.10.3. INTERACTIONS WITH DISULFIRAM

Both disulfiram and certain benzodiazepines are used to treat alcoholism. Chronic

disulfiram treatment was found to diminsh the elimination of chlordiazepoxide and

diazepam, but not that of oxazepam in normal subjects (Table 30). The clearance and

t1/2 of the three benzodiazepines in chronic alcoholics who had received chronic disul-

firam treatment were similar to those in the disulfirma-treated normal subjects (358). In

a study with 11 chronic alcoholics, alprazolam was given prior to initiation of disul-

firam treatment and again after 2 wk of disulfiram; no change in the pharmacokinetics

of alprazolam was noted (359).

3.4.10.4. INTERACTION WITH DIFLUNISAL

Diflunisal is a salicyclic-derived nonsteroidal antiinflammatory agent. Like oxaze-

pam it is primarily elimated after glucuronidation, and both are highly protein bound.

When oxazepam was given before and after 7 d of 2/d treatment with diflunisal, the

Cmax of oxazepam was decreased and its oral clearance increased. Significant increases

were also found in the t1/2 and AUC, and a decrease in the clearance of the oxazepam

glucuronide (Table 30). The authors conclude that the interaction resulted from the

displacement of oxazepam from its protein-binding sites and by inhibition of the tubu-

lar secretion of the oxazepam glucuronide.

3.4.10.5. INTERACTIONS WITH GLUCOCORTICOIDS

The effect of glucocorticoids (primarily predonisolone) on the pharmacokinetics

of midazolam was studied by comparing surgery patients receiving intravenous midazo-

lam who were on chronic glucocorticoid therapy to those who were not (360). There

was a decrease in the AUC of midazolam and 1'-hydroxymidazolam and increase in the

clearance of midazolam in the glucocorticoid group, but the changes did not reach signif-

icance. The t1/2 of 1'-hydroxymidazolam was significantly decreased and the renal clear-

ance of its glucuronide significantly increased. The authors concluded that these find-

ings were consistent with the induction of P450 and/or glucuronidation (360). Five daily

“small” doses of dexamethasone were found to have no significant effect on the pharma-

cokinetics or pharmacodynamics of triazolam in normal volunteers (361; Table 30).

3.4.10.6. INTERACTION WITH PARACETAMOL

When paracetamol was taken 1 d before and 3 d following a single oral dose of

diazepam, there was no effect on the plasma phamacokinetics of diazepam (Table 30).

The authors did detect a significant decrease in the percentage of diazepam plus metab-

olites excreted in urine over a 96-h period (362). The findings suggest that paracetamol

may decrease the glucuronidation of diazepam metabolites.

3.4.10.7. INTERACTIONS WITH PROBENECID

Probenecid is well known for its ability to inhibit renal tubular secretion of organic

acids. The effect of probenecid on the elimination of benzodiazepines was first studied
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Table 31
Key to Drug Interaction Tables

Interacting drug The route is oral, unless stated otherwise. An indication of the duration

of treament is given, and when different the benzodiazepines

considered are noted separately in parentheses (e.g., triaz a, triaz b).

Benzodiazepines The benzodiazepine of interest is indented 1/4 inch; if a metabolite was

also studied, it is listed directly below with a 1/2-inch indentation.

Dose All doses are in mg. The abbreviations for route of administration are:

or, oral; iv, intravenous; im, intramuscular.

N For cross-over studies only one group of subject numbers are provided;

if gender was specified, females are noted with an “f ”; males with an

“m” (e.g., 8 or 4f,4m). For comparisons between groups, a ‘/’ separates

the groups; the one receiving the interactant is listed first (50/40, refers

to a study where 50 subjects recieved the interactant and 40 did not).

Pharmacokinetics Are presented as the ratio of the interactant to the control group.

Findings presented as significant by the authors are noted with an

asterisk “*”.

Tmax Time to maximal plasma (serum or blood) concentration.

Cmax Maximum plasma (serum or blood) concentration. If ratio is followed

by “ss,” this was a steady-state measurement.

t1/2 Terminal elimination half-life.

AUC Area under the time versus concentration curve. If the AUC for both

the actual time of measurement and one extrapolated to infinity were

presented, the former was used.

Cl Clearance for iv administration; apparent oral clearance for oral

administration. If followed by an “r,” this refers to renal clearance.

PhDyn A qualitative assessment of the results of pharmacodynamic measures

recorded in the study. This was both an assessment of the degree of

change and the number of measures that changed: 0 – no effect; - to ----,

a dimunition in the pharmacodynamics ranging from slight to loss of

all effect; + to ++++, an enhancement of the pharmacodynamics

ranging from slight to toxic.

with lorazepam. Abernethy et al. (363) gave probenecid 4/d from 12 h before a single

intravenous dose of lorazepam. The t1/2 of lorazepam was significantly increased and

its clearance significantly decreased. This result suggested not just inhibition of ex-

cretion, but also inhibition of glucuronide formation (363). Brockmeyer et al. (300)

studied the pharmacokinetics of nitrazepam and temazepam both before and after 7 d

treatment with probenecid. With nitrazepam, there was a moderate increase in t1/2 and

decrease in clearance. With temazepam there was no significant effect on plasma pharma-

cokinetics, but there was reduced urinary content of the temazepam glucuronide (300).

When adinazolam was given with probenecid (364), there were increases in the Cmax

and AUC for both adinazolam and its N-desmethyl metabolite, more so for the metabo-

lite. This was associated with potentiation of the psychomotor effects of the benzodiaz-

epine (Table 30). The authors suggest that the major effect is on the elimination of the

metabolite (364). Probenecid does effect the renal elimination of many benzodiazepines;

it may also have an effect on glucuronidation and possibly P450 mediated reactions.
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3.4.10.8. INTERACTION WITH MODAFINAL

Modafinal is a novel wake-promoting agent used to treat excessive daytime sleepi-

ness. In HLMs, modafinal inhibited P450 2C19, with no significant effect on the other

P450 activities studied. In cultured human hepatocytes, it induced P450s 1A2, 2B6,

and 3A4/5 (365). The effect of modafinal on the pharmacokintics of triazolam (and

ethinyl estradiol) was studied in females taking daily birth control medication con-

taining ethinyl estradiol (366). In a group of woman given triazolam before and after

28 d of treatment with modafinal, there was a significant induction of the elimination

of triazolam (Table 30).

3.4.10.9. INTERACTIONS WITH HERBAL DIETARY SUPPLEMENTS

Gurley and coworkers (367) studied the effect on 28-d use of various herbal sup-

plements (St. John’s wort, garlic oil, Panax ginseng, Ginkgo biloba) on a P450 phe-

notyping “cocktail” designed to measure 1A2, 2D6, 2E1, and 3A4 activities. The ratio

of 1'-OH-midazolam to midazolam in 1-h serum samples was used to monitor P450

3A4. Individuals had the phenotyping cocktail before and after a 28-d period of use of

the supplement; each supplement use was separated by a 30-d washout period. St. John’s

wort (Hypericum perforatum) was found to increase the 1'-OH/midazolam almost 98%,

indicating induction of its metabolism. None of the other supplements affected the

P450 3A4 phenotype ratio (Table 29). St. John’s wort also induced P450 2E1, whereas

garlic oil decreased 2E1 (367).

4. CONCLUSIONS

A number of drugs and some dietary substances are known to interact with the

benzodiazepines. Other CNS depressants including ethanol, opioids, and anesthetics

have an additive effect on the pharmacodynamics of the benzodiazepine that is unre-

lated to the route of benzodiazepine metabolism. When an inhibition of metabolism is

also encountered, the effect may be synergistic. Interactions with other drugs and dietary

substances are generally based upon an interaction at the site of metabolism. Most

often this reflects the involvement of P450 3A4, but in some instances the involvement

of 2C19 in diazepam metabolism, and glucuronidation are also sites of interaction. A

few examples of displacement from protein binding and inhibition of renal tubular secre-

tion also exist. These metabolic interactions can vary from having little or no effect on

the pharmacodynamics to inhibitions that produce toxic side effects and inductions that

essentially negate the pharmacodynamics of the benzodiazepine. These studies, how-

ever, have been conducted at “normal” therapeutic doses. A misadventure with either

or both interactant is likely to magnify the end result.
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1. INTRODUCTION

1.1. Epidemiology of Epilepsy

Epilepsy is a chronic neurologic disorder characterized by recurrent seizures.

Estimates indicate that approximately 120 in 100,000 people in the United States seek

medical attention each year as the result of experiencing a seizure. Though not every

patient that has a seizure has epilepsy, approximately 125,000 new cases of epilepsy

are diagnosed every year (1–3).

The incidence of epilepsy in the general population is highest in newborn and

young children with a second peak occurring in patients older than 65 years. It has been

suggested that there may be some genetic predisposition to the development of seizures

and epilepsy. Although the incidence of epilepsy is higher among patients with mental

retardation and cerebral palsy, neither condition is synonymous with epilepsy (1).

1.2. Etiology

Epilepsy is recognized as a syndrome of disturbed electrical activity in the brain

that can be caused by a variety of stimuli. This disturbed electrical activity leads to

the development of seizures. Seizures occur because of the abnormal discharge of neu-

rons within the central nervous system (CNS). Even slight abnormal discharges can

destabilize the electrical homeostasis of neurons, thus increasing the propensity for

other abnormal activity and the propagation of seizure activity (3).

Precipitation of seizures in predisposed patients can occur as the result of a vari-

ety of inciting factors. Hyperventilation, sleep, sleep deprivation, and sensory and emo-

tional stimuli have all been implicated. Hormonal changes associated with menses and

several prescription drugs and drug classes may also influence the onset or frequency of

seizure activity in patients with epilepsy. In addition, many antiepileptic drugs (AEDs)

are known to cause seizures at excessive concentrations (3).



90                                                                                     Kanous and Gidal

2. MEDICATIONS UTILIZED IN THE TREATMENT OF EPILEPSY

AEDs act within the central nervous system in one of two ways: by reducing path-

ologic electrical discharges or by inhibiting the propagation of aberrant electrical activ-

ity. This may occur through effects on specific ion channels, inhibitory neurotransmitters,

or excitatory neurotransmitters. Though multiple neurophysiological effects of AEDs

have been theorized and hypothesized, it is important to recognize that the true mecha-

nisms of action of these agents are poorly understood and may be multifactorial (4).

Testing to determine the serum concentration of AEDs is commonly employed.

The widespread availability of this technology makes the determination of serum con-

centrations an attractive method for use in forensic science. For most AEDs there is

poor correlation between maintenance doses and their resulting serum concentrations

(5). In addition there is important interindividual variability in both therapeutic and

toxic response to medications (5–7). Therefore, knowledge of the pharmacokinetics

of AEDs is essential for understanding and interpreting serum concentrations of AEDs.

This includes issues related to all aspects of drug disposition: absorption, distribution,

metabolism, and excretion.

This situation is further complicated by the fact that AEDs are subject to pharma-

cokinetic interactions with one another and many other drugs and foods (5). Interac-

tions with other drugs may lead to loss of efficacy or toxic effects from either the AED

or the other interacting drug. This can be particularly important with the initiation or

discontinuation of either drug and careful attention should be paid to the time course

of initiation or discontinuation of any drug in the interpretation of the effects of drugs

and serum drug concentrations (8).

AEDs are well known for causing side effects. Side effects are generally classified

as acute or chronic. Further, these effects may be described as being concentration depen-

dent or idiosyncratic. Concentration-dependent effects are usually relatively common

and well characterized. Allergic reactions are typically mild but may be severe in some

cases. Other idiopathic reactions are rare but can be serious and life threatening (9).

Knowledge of the mechanism(s) of the toxic effects of AEDs and their relationship to

serum concentration data are also important for the practicing forensic scientist.

Last, it is important to recognize that many AEDs are frequently employed for off-

label use. The majority of off-label use involves the treatment of psychiatric disorders,

particularly bipolar affective disorder or manic depressive disorder (10). Other off-

label uses include such things as migraine prophylaxis, attention-deficit disorder, and

neuropathic pain.

2.1. Phenytoin and Fosphenytoin

2.1.1. Chemistry

Phenytoin is a hydantoin anticonvulsant medication that is structurally related to

the barbiturates. Although similar, the monoacylurea structure of phenytoin makes it

a much weaker organic acid than the barbiturates (11). This results in very poor aqueous

solubility of phenytoin.

Parenteral phenytoin must be formulated as a highly alkaline aqueous solution to

maintain adequate solubility. This is accomplished through the use of an aqueous vehi-
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cle consisting of 40% propylene glycol and 10% ethanol in water buffered with sodium

hydroxide to a pH of 12. Parenteral phenytoin is incompatible with dextrose-based intra-

venous solutions. Preparation of intravenous phenytoin in dextrose-based solutions

results in immediate precipitation of the free acid (12).

Oral phenytoin is available in a variety of formulations as the free acid or sodium

salt in both immediate- and extended-release formulations.

Fosphenytoin is a phenytoin prodrug. This drug was developed and formulated

specifically to improve the solubility of phenytoin for parenteral use. Fosphenytoin is

a disodium phosphate ester of phenytoin. As such, fosphenytoin is freely soluble in

aqueous solution and is rapidly and completely converted to phenytoin in vivo through

the action of serum phosphatase enzymes (13).

2.1.2. Pharmacology

Phenytoin and fosphenytoin are effective at reducing seizure frequency and sever-

ity without causing generalized central nervous system depression. This action is medi-

ated through effects on voltage-activated Na+ channels in neuronal cell membranes (11).

Depolarization of the neuronal cell membrane triggers the voltage-activated Na+

channel to open, thus facilitating transmission of the action potential down the axon

and, ultimately, from cell to cell. After opening, these voltage-activated Na+ channels

will spontaneously close. This is termed inactivation of the Na+ channel. This inacti-

vation is thought to cause the refractory period, a period of time after an action poten-

tial during which another action potential cannot be evoked (11).

These drugs effectively limit repetitive firing of action potentials by prolonging

inactivation, thus slowing the rate of repolarization of neuronal cells. At therapeutic

concentrations, only neuronal cells that have been depolarized are protected from repeti-

tive firing with no effect on spontaneous firing or responses to �-aminobutyric acid

(GABA) or glutamate (14). This effectively limits the propagation of the aberrant elec-

trical discharges that characterize epilepsy.

2.1.3. Pharmacokinetics

The pharmacokinetics of phenytoin (and also fosphenytoin) are strongly influ-

enced by its limited aqueous solubility and saturable enzymatic elimination. The inacti-

vation of these drugs by cytochrome P450 isozymes predisposes them to the influence

of drug interactions.

2.1.3.1. ABSORPTION

Because of its broad effectiveness in the management of epilepsy and the nature

of epilepsy as a clinical disorder, phenytoin is available in a variety of formulations.

Differences in physicochemical properties of the various formulations results in sig-

nificant variability in both the rate and extent of absorption from each preparation.

Several factors including pKa and lipid solubility, pH of the dissolution medium,

solubility in the medium, and phenytoin concentration influence the rate and extent of

absorption in the gastrointestinal tract. These factors are commonly altered by the pres-

ence of food or drugs in the gastrointestinal tract and the individual formulation (12,13,15).

Phenytoin is poorly absorbed in the stomach due to the low pH of gastric juice

(approximately 2.0), which renders it insoluble even though it may be present in a
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nonionized form. The duodenum serves as the primary site of absorption with its higher

pH increasing the solubility of the drug. Absorption slows within the jejunum and ileum

and is again poor in the colon (12,13,15).

Also because of poor solubility, intramuscular administration of phenytoin results

in drug precipitation and the formation of an insoluble mass. This effect, coupled with

the pain associated with intramuscular injection of a high-pH solution, mandate that

phenytoin be administered intravenously when a parenteral route is necessary (16).

Because of its improved solubility profile, fosphenytoin can be administered either

intramuscularly or intravenously. Comparison of area under the curve measures for

total or free phenytoin concentrations between fosphenytoin and phenytoin sodium are

nearly identical, indicating complete bioavailability of fosphenytoin by either route (13).

In an effort to facilitate simple and rapid utilization of parenteral fosphenytoin for

the more problematic phenytoin, fosphenytoin is packaged and dosed as milligram phe-

nytoin equivalents (mPEs) (13). Although this facilitates accurate conversion between

parenteral dosage forms, this conversion is less accurate when converting oral pheny-

toin to parenteral mPEs. This is because oral phenytoin is formulated as a sodium salt.

Thus, a 100-mg capsule of phenytoin sodium delivers only 92 mg of actual phenytoin

(13). This represents an approximately 9% difference in total dose when oral pheny-

toin is converted to parenteral fosphenytoin or phenytoin. This may result in increased

serum concentrations of phenytoin after conversion, particularly in light of the unpre-

dictable nonlinear kinetics of phenytoin metabolism.

2.1.3.2. DISTRIBUTION

Phenytoin is approximately 90% protein bound in the plasma, primarily to albu-

min. The remaining 10% is unbound or “free” phenytoin and is pharmacologically

active because that which is bound to plasma proteins is unable to cross the blood–

brain barrier. Because of the passive diffusion of phenytoin into the cerebrospinal fluid

(CSF), the concentration of phenytoin in the CSF is considered equivalent to the un-

bound plasma concentration (15).

The generally recognized therapeutic range for phenytoin is 10–20 µg/mL, which

includes both bound and unbound drug. The 10% of phenytoin which remains unbound

corresponds to an equivalent unbound therapeutic range of 1–2 µg/mL (17).

Protein binding of phenytoin is dependent upon albumin concentration and can

also be influenced by a variety of clinical conditions and situations. Low-serum albu-

min, renal failure, or concomitant use of other protein-bound drugs may change the pro-

tein binding and serum concentration of phenytoin (17,18).

2.1.3.3. METABOLISM

Phenytoin is extensively metabolized via the cytochrome P450 system. This occurs

primarily through the 2C19 and 2C9 isozymes and accounts for the involvement of

phenytoin in a variety of drug interactions (12). Of note is the fact that the metabolism

of phenytoin involves the intermediate formation of an arene oxide. This arene oxide

intermediate has been implicated as the source of various toxicities and teratogenicity

associated with the use of phenytoin (19).

Phenytoin is also known for its nonlinear pharmacokinetics. At low doses, phe-

nytoin exhibits a first-order dose-dependent kinetic profile. As the dose of phenytoin
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increases, OH-phenytoin begins to inhibit CYP450D6, which is responsible for its own

formation. This suicide inhibition leads to disproportionate and dramatic increases in

serum concentration with relatively small changes in dosing rate (12). In most patients,

the usual therapeutic range exceeds the concentration at which metabolism is half-max-

imal, which causes phenytoin to exhibit a nonlinear profile in the majority of patients.

A variety of situations such as concurrent illness, medications, pregnancy, age, or gene-

tics may influence the maximal rate of metabolism and thus may alter the pharmacoki-

netic profile of phenytoin in a given patient (20).

2.1.3.4. EXCRETION

Approximately 95% of an administered dose is excreted in the urine or feces as

metabolites (12,20).

2.1.4. Adverse Reactions

With initial therapy, the CNS depressant effects of phenytoin are most promi-

nent and may cause lethargy, fatigue, incoordination, blurred vision, and drowsiness

(Table 1). Slow-dose titration can minimize these effects (9).

At high serum concentrations (greater than 20 µg/mL) many patients exhibit

lateral gaze nystagmus. Other adverse effects known to occur at excessive plasma con-

centrations include ataxia, mental-status changes, and coma. Further, phenytoin has the

ability to precipitate seizures or status epilepticus at extreme concentrations.

Chronic adverse effects include gingival hyperplasia, which can occur in up to

50% of patients receiving long-term therapy. Other long-term effects include hirsutism,

acne, coarsening of facial features, vitamin D deficiency, osteomalacia, folic acid defi-

ciency (with resultant macrocytosis), hypothyroidism, and peripheral neuropathy.

2.1.5. Contraindications and Precautions

Patients with hypersensitivity reactions to any hydantoin AED may react to other

hydantoin AEDs such as phenytoin. In addition, some patients exhibit cross-sensitiv-

ity to other compounds with similar chemical structures such as barbiturates, succin-

imides, and oxazolidinediones.

Prenatal exposure to hydantoin AEDs may result in the development of cleft palate,

cleft lip, cardiac malformations, and a constellation of physical abnormalities referred

to as the fetal anticonvulsant syndrome: prenatal growth deficiency, microcephaly, hypo-

phasia of the fingernails, and craniofacial abnormalities (21).

The use of parenteral phenytoin can alter automaticity of cardiac tissue and may

result in the development of ventricular arrhythmias and should only be used with ex-

treme caution in patients with second- or third-degree arterio venous (AV) blockade,

bradycardia, or significant cardiac disease (22).

Because of the risk of myelosuppression, the use of phenytoin in immunosup-

pressed patients or patients with blood dyscrasias may increase the risk of infection or

exacerbation of the hematologic abnormality.

The metabolism of phenytoin may be impaired in patients with active liver dis-

ease or active alcoholism with subsequent toxic effects associated with elevated serum

concentrations (6,12,23).
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Table 1
Antiepileptic Drug Side Effects

                          Acute Side Effects

AED Concentration Dependent Idiosyncratic Chronic Side Effects

Phenytoin Ataxia Blood dyscrasias Behavior changes

Nystagmus Rash Cerebellar syndrome

Behavioral changes Immunologic reactions Connective tissue changes

Dizziness Skin thickening

Headache Folate deficiency

Incoordination Gingival hyperplasia

Sedation Hirsutism

Lethargy Coarsening of facial features

Cognitive Impairment Acne

Fatigue Cognitive impairment

Visual Blurring Metabolic bone disease

Sedation

Carbamazepine Diplopia Blood dyscrasias Hyponatremia

Dizziness Rash

Drowsiness

Nausea

Unsteadiness

Lethargy

Lamotrigine Diplopia Rash Not established

Dizziness

Unsteadiness

Headache

Valproic Acid GI upset Acute hepatic failure Polycystic ovary-like

Sedation Acute pancreatitis    syndrome

Unsteadiness Alopecia

Tremor Weight gain

Thrombocytopenia Hyperammonemia

Ethosuximide Ataxia Blood dyscrasias Behavior changes

Drowsiness Rash Headache

GI distress

Unsteadiness

Hiccoughs

2.1.6. Drug Interactions

Phenytoin is involved in many drug interactions (Tables 2 and 3). These interac-

tions are well characterized and phenytoin may be the target or cause of interactions.

Pharmacokinetic drug interactions affecting absorption, metabolism, or excretion have

the potential to either increase or decrease the plasma concentration of phenytoin.

Though food may slightly alter the rate of absorption of phenytoin, it is well recog-

nized that enteral feedings can dramatically decrease the bioavailability of phenytoin

suspension when administered via a feeding tube (24).

Although phenytoin is highly protein bound, protein-binding interactions are gen-

erally of minimal significance. As phenytoin is displaced from plasma proteins, the free

(continued)
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Table 1 (continued )

                        Acute Side Effects

AED Concentration Dependent Idiosyncratic Chronic Side Effects

Gabapentin Dizziness Weight gain

Fatigue

Somnolence

Ataxia

Topiramate Difficulties concentrating Not established Kidney stones

Psychomotor slowing

Speech or language problems

Somnolence, fatigue

Dizziness

Headache

Felbamate Anorexia Aplastic anemia Not established

Nausea Acute hepatic failure

Vomiting

Insomnia

Headache

Vigabatrin Sedation Visual field defects Not established

Fatigue Agitation

Irritability

Depression

Psychosis

Levetiracetam Sedation Not established Not established

Behavioral Disturbance

Zonisamide Sedation Rash Kidney stones

Dizziness Oligohydrosis

Cognitive impairment

Nausea

From (99) with permission.

fraction of phenytoin increases. This is followed by an increase in the clearance of phe-

nytoin, a decrease in total phenytoin concentration, and subsequent reestablishment

of baseline free phenytoin concentration (17). It is important that clinicians understand

the mechanism of this interaction and do not react to decreases in total concentration

without considering the possibility that free concentrations remain therapeutic.

Long-term use of phenytoin decreases folic acid absorption (9). Replacement of

folic acid effectively increases the clearance of phenytoin and thereby decreases pheny-

toin concentrations. Supplementation of folic acid, alone or as a vitamin, has the poten-

tial to decrease plasma phenytoin concentrations and subsequently decrease seizure

control (25).

2.2. Carbamazepine and Oxcarbazepine

2.2.1. Chemistry

The chemical structure of carbamazepine (CBZ) is tricyclic in nature, with two

benzene rings flanking one azepine ring that contains a double bond. This structure is
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Table 2
Interactions Between Antiepileptic Drugs*

AED Added Drug Effect a,b

Phenytoin (PHT) Carbamazepine Decr. PHT

Felbamate Incr. PHT

Methosuximide Incr. PHT

Phenobarbital Incr. or decr. PHT

Valproic acid Decr. Total PHT

Vigabatrin Decr. PHT

Carbamazepine (CBZ) Felbamate Incr. 10, 11 epoxide

Felbamate Decr. CBZ

Phenobarbital Decr. CBZ

Phenytoin Decr. CBZ

Oxcarbazepine Carbamazepine Decr. MHD

Phenytoin Decr. MHD

Phenobarbital Decr. MHD

Lamotrigine (LTG) Carbamazepine Decr. LTG

Phenobarbital Decr. LTG

Phenytoin Decr. LTG

Primidone Decr. LTG

Valproic Acid Incr. LTG

Valproic Acid (VPA) Carbamazepine Decr. VPA

Lamotrigine Decr. VPA

Phenobarbital Decr. VPA

Primidone Decr. VPA

Phenytoin Decr. VPA

Ethosuximide (ETX) Carbamazepine Decr. ETX

Valproic acid May incr. ETX

Gabapentin No known interactions

Topiramate (TPM) Carbamazepine Decr. TPM

Phenytoin Decr. TPM

Valproic acid Decr. TPM

Tiagabine (TGB) Carbamazepine Decr. TGB

Phenytoin Decr. TGB

Felbamate (FBM) Carbamazepine Decr. FBM

Phenytoin Decr. FBM

Valproic acid Incr. FBM

Vigabatrin Phenytoin Incr. PHT

Levetiracetam No known interactions

Zonisamide Carbamazepine Decr. zonisamide

Phenytoin Decr. zonisamide

Phenobarbital Decr. zonisamide

*From (99) with permission.
aIncr., increased; Decr., decreased.
bMHD, 10-hydroxy-oxcarbazepine.
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Table 3
Interactions with Other Drugs*

AED Altered by Resulta Alters Resulta

Phenytoin Antacids Decr. absorption of PHT Oral contraceptives (OC) Decr. efficacy of OC

   (PHT) Cimetidine Incr. PHT Bishydroxycoumarin Decr. anticoagulation

Chloramphenicol Incr. PHT Folic acid Decr. folic acid

Disulfiram Incr. PHT Quinidine Decr. quinidine

Ethanol (acute) Incr. PHT Vitamin D Decr. vitamin D

Fluconazole Incr. PHT

Isoniazid Incr. PHT

Propoxyphene Incr. PHT

Warfarin Incr. PHT

Alcohol (chronic) Decr. PHT

Carbamazepine (CBZ) Cimetidine Incr. CBZ Oral contraceptives (OC) Decr. efficacy of OC

Erythromycin Incr. CBZ

Fluoxetine Incr. CBZ Doxycycline Decr. doxycycline

Isoniazid Incr. CBZ Theophylline Decr. theophylline

Propoxyphene Incr. CBZ Warfarin Decr. warfarin

Oxcarbazepine Oral contraceptives (OC) Decr. efficacy of OC

Valproic Acid (VPA) Cimetidine Incr. VPA Oral contraceptives (OC) Decr. efficacy of OC

Salicylates Incr. free VPA

Gabapentin Cimetidine Incr. gabapentin

Aluminum-containing Decr. gabapentin

   antacids

Topiramate (TPM) Oral contraceptives (OC) Decr. efficacy of OC

Tiagabine (TGB) Cimetidine Incr. TGB

Felbamate (FBM) Warfarin Incr. warfarin

*From (99) with permission.
aIncr. increased; Decr. decreased.
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most closely related to antipsychotic and antidepressant drugs such as chlorpromaz-

ine, imipramine, and maprotiline. CBZ differs from other heterocyclic AEDs by being

tricyclic, lacking an amide group in the heterocyclic ring, and not possessing a saturated

carbon atom in the cyclic structure (26).

CBZ is insoluble in water although easily soluble in many organic solvents includ-

ing benzene, chloroform, and dichloromethane. This lipophilicity strongly influences drug

transport across biological membranes.

Oxcarbazepine, a biological prodrug, is a keto analog of CBZ. This change in struc-

ture alters the solubility of the compound and renders it only slightly soluble in chloro-

form, dichloromethane, acetone, and methanol whereas it is practically insoluble in water

ethanol and ether (27).

2.2.2. Pharmacology

CBZ enhances the inactivation voltage-activated Na+ channels by slowing their

recovery. This results in a net decrease in high-frequency repetitive firing of action

potentials. These effects are evident and selective at serum concentrations within the

therapeutic range (28). No effect of carbamazepine on exogenously administered GABA

or glutamate have been identified. The 10,11 epoxycarbamazepine metabolite also con-

tributes a similar therapeutic effect (29).

The pharmacologic effect of oxcarbazepine is due to a principal metabolite, 10-

hydroxy-oxcarbazepine (27). The mechanism of action is similar to that of carbamaze-

pine but may also include increased potassium conduction and modulation of high-

voltage calcium channels (30,31).

2.2.3. Pharmacokinetics

It is well known that absorption of CBZ varies significantly from one dosage form

to another (32). Further, the effects of CBZ on the cytochrome P450 isozyme system

warrants close assessment of the pharmacokinetics of this drug in clinical use.

2.2.3.1. ABSORPTION

CBZ tablets are incompletely and erratically absorbed. The time to maximal serum

concentration (tmax) is 8 or more h for tablets but 3–5 h for the suspension (33). That

means that the full effects of a given oral dose of carbamazepine tablets may not be

recognized until 8 or more h after the dose has been ingested, whereas a similar dose

of the suspension reaches maximal concentration in just 3–5 h and may influence the

interpretation of serum concentration data. In addition to delayed absorption of car-

bamazepine from tablets, it has also been recognized that tablet formulations can be

adversely affected by humidity and moisture content, thus further delaying or decreas-

ing absorption (34).

CBZ exhibits both zero-order and first-order absorption characteristics. Approx-

imately 35% of an oral dose is absorbed in zero-order fashion (no effect of dose on

absorption) whereas the remainder of the dose is absorbed according to a first-order kine-

tics. At doses greater than 20 mg/kg, an inverse relationship between dose and absorp-

tion begins to occur (35).

Absolute bioavailability of CBZ is approximately 75% of the dose administered.

This is similar between all dosage forms.
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2.2.3.2. DISTRIBUTION

CBZ is highly protein bound with 75 to 80% bound to albumin and other plasma

proteins with an apparent volume of distribution of 0.8 to 2 L/kg. Unbound concentra-

tions of CBZ vary inversely with the concentration of �1-acid glycoprotein (36).

CBZ is readily distributed into cerebrospinal fluid and these concentrations vary

linearly with plasma levels. Although there may be wide variability in CBZ concen-

tration between patients, the ratio of plasma:CSF concentration is relatively constant

between patients (37).

CBZ is also readily distributed into amniotic fluid and breast milk (38). Although

the use of CBZ is not contraindicated among pregnant women, it must be recognized

that the newborn may be susceptible to adverse effects associated with exposure to CBZ.

Consistent with its lower lipid solubility, 10,11 epoxycarbamazepine has a lower

apparent volume of distribution and increased fraction unbound of 48 to 53% (39). The

commonly accepted therapeutic range for CBZ in adults is 4 to 12 µg/mL (40). To date,

no accepted therapeutic range for the use of oxcarbazepine in treating epilepsy has been

established (41). Clinical trials in patients treated for neurologic pain have reported

serum 10-hydroxy-carbazepine concentrations between 50 and 100 µg/mL (42).

2.2.3.3. METABOLISM

CBZ is essentially completely metabolized in humans through both oxidative and

conjugative pathways. The primary metabolite, carbamazepine epoxide, is pharmaco-

logically active and may accumulate in patients using CBZ over long periods of time

(36). This may potentially lead to the development of toxicity in a patient who manifests

no change in plasma CBZ level after an increase in daily CBZ dose.

A comparison of patients reveals a lower ratio of CBZ epoxide to CBZ among

patients receiving monotherapy when compared to those receiving multiple AEDs (43).

2.2.3.3.1. Autoinduction. After initial dosing, CBZ induces its own metabolism

significantly leading to increased clearance, decreased serum half-life, and a subse-

quent decline in plasma concentration over time. Studies have shown that whereas the

elimination half-life of CBZ in single-dose studies varied from 20 to 65 h, the half-

life was decreased by approximately 50% after multiple dosing for 10 to 20 d (44,45).

There is a time dependence of CBZ kinetics secondary to this phenomenon of auto-

induction. As the autoinduction progresses, changes in daily dose are required to main-

tain adequate plasma concentrations. Autoinduction is expected to be complete within

20 to 30 d and is dependent upon CBZ dose (44,45).

2.2.3.4. EXCRETION

Approximately 72% of a given dose of CBZ is eliminated as metabolites in the

urine. The remaining 28% is eliminated in the feces.

2.2.4. Adverse Reactions

The most common side effects of CBZ include dizziness, drowsiness, ataxia,

dyskinesia, diplopia, and headache (Table 1). These effects are typically dose related

and may resolve with continued administration only to recur with significant increases

in plasma concentration (9).
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Idiopathic reactions to CBZ include blood dyscrasias and hypersensitivity reac-

tions. Aplastic anemia, agranulocytosis, and pancytopenia have been reported to occur

rarely with the use of CBZ and more often when CBZ is used in combination with

other medications. Leukopenia is reported to occur in nearly 10% of patients. Though

somewhat common, there appears to be no association between the presence of leuko-

penia and an increased incidence of infection. This has been hypothesized to occur as

a result of white blood cell (WBC) redistribution (9).

Hypersensitivity manifests most commonly as the development of an eczema-

tous rash, which can progress in some patients to Stevens-Johnson syndrome (46).

Dilutional hyponatremia and the syndrome of inappropriate antidiuretic hormone

have been reported. The incidence of this phenomenon may increase with the age of

the patient and appears somewhat dose related although low-dose therapy does not

preclude the development of hyponatremia (47).

2.2.5. Contraindications and Precautions

Some patients with a history of hypersensitivity to tricyclic antidepressants may

be sensitive to CBZ and should only be treated with CBZ when the potential benefit out-

weighs the risk of hypersensitivity.

The use of CBZ in patients with absence seizures has been associated with worsen-

ing of seizures while using CBZ and should be avoided. Similarly, CBZ is considered

ineffective for the treatment of Lennox-Gastaut syndrome (11).

Congenital abnormalities have been reported to occur in infants of mothers who

take CBZ. Current evidence indicates a higher risk of malformations with combina-

tion therapy, which may result in higher plasma CBZ concentrations (48).

2.2.6. Drug Interactions

CBZs metabolic fate and its influence on the cytochrome p450 system make CBZ

the subject of many significant drug interactions (Tables 2 and 3; 5). Interestingly,

valproic acid can effectively increase the plasma concentration of the 10,11-epoxide

metabolite without changing the concentration of CBZ. Erythromycin inhibits the

metabolism of CBZ resulting in clinically significant increases in plasma CBZ concen-

tration. CBZ can induce the metabolism of many other drugs potentially leading to loss

of therapeutic effect. Several examples include valproic acid, theophylline, warfarin,

and ethosuximide.

2.3. Lamotrigine

2.3.1. Chemistry

Lamotrigine is a phenyltriazine AED unrelated to other currently available AEDs.

As a tertiary amine, lamotrigine is only very slightly soluble in water, and slightly solu-

ble in 0.1 M HCl (49).

2.3.2. Pharmacology

Lamotrigine effectively inhibits the reactivation of voltage-activated Na+ chan-

nels, similar to phenytoin and CBZ. Further, this action appears greater during repeti-

tive activation, such as may occur during an epileptic seizure (double check that). How-

ever, unlike CBZ and phenytoin, lamotrigine also competitively blocks high-voltage
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Ca+ flux, by blocking presynaptic-type Ca+ channels. Lamotrigine is also effective at

inhibiting the release of glutamate and GABA from neurons, although this effect is

much more pronounced for glutamate than for GABA (49).

2.3.3. Pharmacokinetics

The pharmacokinetics of lamotrigine are unique when compared to other AEDs

in that although it is not a subject of drug interactions related to oxidative metabolism

through the cytochrome P-450 system, it is subject to interaction with drugs that may

alter its glucuronide conjugation.

2.3.3.1. ABSORPTION

Lamotrigine is readily and completely absorbed from the gastrointestinal system.

The bioavailability is 98%. Plasma concentrations peak 1–3 h after oral administra-

tion and absorption appears to be linearly related to dose up to approximately 700 mg.

Food does not alter the absorption of lamotrigine and systemic absorption can occur

with rectal administration although to a more limited extent than with oral dosing (50).

2.3.3.2. DISTRIBUTION

Lamotrigine is approximately 56% bound to plasma proteins, which remains con-

stant throughout the range of concentrations from 1 to 10 µg/mL. The apparent vol-

ume of distribution is 0.9–1.2 L/kg and is independent of dose administered. Although

lamotrigine serum concentrations can be determined, no therapeutic range has been

established for this drug and it is advised that treatment decisions be guided by thera-

peutic response without concern for serum concentration (51).

2.3.3.3. METABOLISM

Lamotrigine undergoes hepatic metabolism by uridine diphosphate (UDP)-glu-

curonosyl-transferase (UGT 1A4). Metabolism can occur at either heterocyclic nitro-

gen atom to form one of two glucuronide conjugates. These glucuronide conjugates

are pharmacologically inactive (51).

The half-life of lamotrigine is approximately 24–29 h in healthy volunteers. Though

some evidence suggests that lamotrigine may undergo autoinduction, the relatively slow

onset of autoinduction and the slow, tapered dosing schedule make this autoinduction

clinically insignificant.

2.3.3.4. EXCRETION

Single-dose studies indicate that approximately 70% of a given dose is eliminated

in the urine, almost entirely as glucuronide conjugates. Less than 10% of an administered

dose is renally eliminated as unchanged drug (51).

2.3.4. Adverse Reactions

Lamotrigine can cause a number of CNS side effects including drowsiness, ataxia,

diplopia, and headache (Table 1). These effects occur significantly less frequently when

compared to other AEDs (52).

A hallmark side effect of lamotrigine is the development of a rash. Though sev-

eral types of rash have been reported, the most common is a generalized erythematous

morbilliform rash that is typically mild to moderate in severity. Case reports of the
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development of Stevens-Johnson syndrome have been reported. Rash appears to occur

more frequently in patients receiving concomitant valproic acid (VPA) and with rapid

dose escalation (53).

2.3.5. Contraindications and Precautions

Dermatologic reactions to lamotrigine appear to be more frequent in children

when compared to adults. Safety and efficacy in patients up to the age of 16 years has

not been proven. As noted previously the development of rash is more common among

patients receiving valproic acid.

Significant interindividual differences in pharmacokinetics of lamotrigine have

been observed in patients with renal dysfunction and careful consideration should be

given that the benefits outweigh the risks of treatment in this patient population (51).

2.3.6. Drug Interactions

Since lamotrigine is not metabolized by the cytochrome P450 system, it is not

involved in precipitating cytochrome P450-based drug interactions. However, lamo-

trigine clearance is increased by phenytoin and CBZ. VPA decreases lamotrigine clear-

ance and increases its half-life (Table 2). Conversely, the addition of lamotrigine to

VPA can decrease VPA concentrations by as much as 25% (51).

2.4. Valproate

2.4.1. Chemistry

Valproate is a short-chain branched fatty acid with low water solubility. Clini-

cally, this compound is available as a sodium salt (valproate sodium Depakene®) with

high water solubility and also as a complex of valproic acid and sodium valproate (dival-

proate Depakote®). This complex rapidly dissociates in the gastrointestinal tract to

two molecules of valproate.

2.4.2. Pharmacology

Similar to phenytoin and carbamazepine, VPA prolongs the recovery of voltage-

activated Na+ channels. This effectively reduces propagation of rapid-firing action

potentials. Some evidence exists to suggest that VPA blocks calcium currents in T-type

calcium channels similar to that seen with ethosuximide (54).

VPA has no direct modulatory effect on GABAergic neurotransmission. How-

ever, VPA may alter CNS GABA concentrations via two mechanisms. First, VPA may

stimulate glutamic acid decarboxylase, thus increasing GABA synthesis. Second, val-

proic acid may inhibit the action of GABA transaminase and succinic semialdehyde

dehydrogenase, therefore decreasing the degradation of GABA in the CNS. In either

case, the net result is an increase in the concentration of GABA in the CNS (54).

2.4.3. Pharmacokinetics

VPA is a widely used AED and is available in multiple formulations for oral and

parenteral administration. Oral formulations include capsules, tablets, and syrup with

immediate-release characteristics, enteric-coated tablets of sodium valproate or dival-

proex sodium, and enteric-coated sprinkles of divalproex sodium. Knowledge of the

differences in pharmacokinetics between formulations is important.
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2.4.3.1. ABSORPTION

Oral VPA is essentially 100% bioavailable. However, because of difficulties asso-

ciated with gastric irritation, enteric-coated and delayed-release formulations have been

developed to improve tolerability (54). Multiple oral formulations of VPA are avail-

able: immediate-release capsules, tablets, and syrup; enteric-coated tablets; and sprinkles

of divalproex sodium. The rate of absorption of VPA differs among the various formu-

lations (54).

Immediate-release formulations are rapidly absorbed with peak concentrations

reached within 2 h. Enteric-coated tablets delay absorption but remain rapid once the

tablet reaches the small intestine. The time of onset for absorption of delayed-release

formulations is dependent upon the state of gastric emptying with peak plasma con-

centrations occurring between 3 and 8 h after oral administration. In patients taking

delayed-release VPA, true trough concentrations may not occur until after administra-

tion of a morning dose. No difference in bioavailabilty has been noted between imme-

diate- or delayed-release formulations (54).

2.4.3.2. DISTRIBUTION

VPA is highly bound to plasma proteins with an apparent volume of distribution

of 0.13–0.19 L/kg for adults and 0.2–0.3 L/kg in children. Protein binding is saturable

at therapeutic concentrations and the free fraction of VPA increases with increasing

total concentration. This effect can be quite dramatic with a threefold increase in total

concentration leading to a near 10-fold increase in the concentration of free VPA (5).

Serum concentrations of VPA are expected to be above 50 µg/mL to achieve thera-

peutic response. However, some controversy exists as to what the maximum concentra-

tion of the therapeutic range is. The most commonly cited maximal concentration of

VPA is 100 µg/mL (5). Though some reports have linked the emergence of adverse

effects to concentrations greater than 80 µg/mL, higher concentrations may be required

and tolerated in the management of difficult to control patients.

2.4.3.3. METABOLISM

VPA is metabolized extensively by the liver with a glucuronide conjugate and a

3-oxo-VPA metabolite accounting for over 70% of an administered dose. One metab-

olite, a 4-ene-VPA causes marked hepatotoxicity in rats and may be responsible for

reports of hepatotoxicity in humans although this has not been entirely substantiated.

It should also be noted that higher concentrations of the 4-ene-VPA may be present in

patients taking enzyme-inducing drugs such as phenobarbital (54).

2.4.3.4. EXCRETION

The majority of VPA (70–80%) is excreted in the urine as metabolites. In addition,

portions of VPA are excreted in bile (7%) and through the lung (2–18%) (5).

2.4.4. Adverse Reactions

The most common side effects encountered with the use of VPA are mild and gas-

trointestinal in nature: nausea, vomiting, gastrointestinal distress, and anorexia (Table 1).

CNS-related side effects such as drowsiness, ataxia, and tremor appear to be dose related.

Any of these dose-related side effects may recur with changes in plasma concentration.
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Hair loss is occasionally seen early in therapy but generally resolves with continued

use (5,9).

The most serious idiosyncratic effect of VPA is hepatotoxicity. Risk factors for

death due to hepatotoxicity include age less than 2 years, mental retardation, and use

of multiple AEDs. These events also occurred early in therapy (55). Hyperammonemia

is a very common finding among patients using VPA but is not considered to be a con-

sequence of hepatic damage (9,55). Pancreatitis is very rare.

Thrombocytopenia and other blood dyscrasias have been commonly reported to

occur in patients receiving VPA but rarely lead to drug discontinuation. Bleeding can

occur in some patients as a result (56).

Excessive weight gain is a common side effect associated with chronic use of

VPA (9).

2.4.5. Contraindications and Precautions

Valproate crosses the placenta and observational studies have revealed that first-

trimester use of valproate is associated with an increased risk of neural tube defects.

Careful consideration of the use of this medication during pregnancy is warranted (57).

Pediatric use of VPA is associated with an increased risk of hepatotoxicity. Risk

factors include age less than 2 years, multiple-AED use, and mental retardation. In addi-

tion, VPA should not be used in patients with current hepatic disease (9,55).

VPA does alter platelet aggregation (9). Caution should be exercised when using

VPA with other drugs that may affect platelet aggregation and by patients with a his-

tory of thrombocytopenia and other risk factors for bleeding.

The use of VPA in combination with lamotrigine significantly increases the risk

of dermatologic reactions to lamotrigine and caution is warranted (52).

2.4.6. Drug Interactions

Because VPA is extensively metabolized, alterations in liver enzyme function can

change the clearance of VPA. Common enzyme-inducing drugs such as phenytoin, CBZ,

primidone, and phenobarbital increase VPA metabolism (Table 2). Highly protein-bound

drugs such as aspirin and phenytoin have a propensity to displace VPA from binding

sites and may change plasma VPA concentrations (Table 3; 5).

VPA inhibits the metabolism of phenobarbital resulting in a significant decrease

in phenobarbital clearance and subsequent toxic effects. As mentioned previously,

VPA has the potential to increase the concentration of the 10,11 epoxide metabolite of

CBZ without altering the concentration of CBZ (5).

2.5. Ethosuximide

Ethosuximide is indicated for the treatment of absence seizures. In this capacity, it is

considered the drug of first choice. Combination therapy with VPA is indicated in patients

with difficult to control absence seizures despite monotherapy with ethosuximide.

2.5.1. Chemistry

Ethosuximide is a monocyclic AED that contains a five-member ring structure

with two carbonyl oxygen atoms flanking a ring nitrogen. This compound is considered
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soluble in ethanol or ether, freely soluble in water or chloroform, and only very slightly

soluble in hexane (58). Though containing a chiral center, ethosuximide is utilized clin-

ically as a racemic mixture of the two compounds.

2.5.2. Pharmacology

Ethosuximide exhibits antiseizure activity by reducing low-threshold Ca++ cur-

rents in the thalamic region. There is no effect on recovery of voltage-activated Na+

channels and thus no change in sustained repetitive firing. Ethosuximide has no influ-

ence on the action or concentration of GABA in the CNS. As a result of this unique

mechanism of action, the use of ethosuximide is limited to the treatment of absence

seizures (59).

2.5.3. Pharmacokinetics

2.5.3.1. ABSORPTION

Absorption of ethosuximide is rapid and nearly complete (90 to 95%) and does not

appear to be effected by long-term administration. Peak concentrations are reached within

1 to 4 h after oral administration (5,59). Although the rate of absorption of oral syrup

may be faster than that of oral tablets, the formulations are considered bioequivalent.

2.5.3.2. DISTRIBUTION

Ethosuximide distributes widely and homogeneously throughout the body. Based

on this phenomenon, several studies have concluded that saliva concentrations of ethosuxi-

mide can be evaluated in lieu of plasma concentrations for therapeutic monitoring (59,60).

The apparent volume of distribution is 0.62–0.65 L/kg in adults and 0.69 L/kg in chil-

dren. Protein binding of ethosuximide is very low, ranging from 0 to 10% in humans (60).

Serum concentrations of ethosuximide can be useful in monitoring therapy. The

generally accepted therapeutic range is 40 to 100 µg/mL (5,59).

2.5.3.3. METABOLISM

Ethosuximide is extensively metabolized via hepatic oxidation with 80–90% of

an administered dose transformed to inactive metabolites. Biotransformation is cata-

lyzed through the action of CYP3A in a first-order fashion. Ethosuximide does not

induce hepatic microsomal enzymes or the uridine diphosphate glucuronosyl transfer-

ase (UDPGT) system (5,59).

2.5.3.4. EXCRETION

Approximately 10–20% of an administered dose of ethosuximide is renally elimi-

nated with nonrenal routes accounting for the majority of elimination. The apparent half-

life of the parent compound is 30–60 h in adults and 30–40 h in children (58).

2.5.4. Adverse Reactions

Adverse reactions from use of ethosuximide are relatively benign when compared

to other AEDs (Table 1). Most of these effects are dose related, predictable, and resolve

with a decrease in dose. Nausea and vomiting occur in up to 40% of patients taking etho-

suximide. CNS side effects such as drowsiness, dizziness, fatigue, lethargy, and hiccups
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are also relatively common. Various behavioral changes have been reported but are not

well correlated with ethosuximide use (9,59).

Episodes of psychosis have been reported to occur in young adults with a history

of mental disorders who are treated with ethosuximide. These psychotic reactions typi-

cally occur after the onset of seizure control and resolve after discontinuation of the drug

and recurrence of seizures. This phenomenon is called forced normalization (61).

Dermatologic adverse effects are the most common idiosyncratic reactions and

range from mild dermatitis and rash to erythema multiforme and Stevens-Johnson syn-

drome (62). Other rare effects include systemic lupus erythematosus, a lupus-like syn-

drome, and various blood dyscrasias (63).

2.5.5. Contraindications and Precautions

Although teratogenic effects in humans have not been documented with the use

of ethosuximide, caution is warranted as birth defects have been associated with the

use of other AEDs.

Patients with active hepatic or renal disease may be at increased risk of side effects

because of altered pharmacokinetics of ethosuximide.

2.5.6. Drug Interactions

Few drug interactions have been reported with ethosuximide. CBZ may induce

the metabolism of ethosuximide resulting in loss of seizure control (Table 2). When

ethosuximide metabolism reaches saturation, VPA may interfere by inhibiting the metab-

olism of ethosuximide and prolonging its half-life (5).

2.6. Gabapentin

2.6.1. Chemistry

The chemical structure of gabapentin is that of GABA covalently bound to a cyclo-

hexane ring. The inclusion of a lipophilic cyclohexane ring was employed to facilitate

transfer of the GABA moiety into the central nervous system. Gabapentin is freely solu-

ble in water (64).

2.6.2. Pharmacology

Despite the fact that gabapentin was synthesized to serve as a GABA agonist in

the CNS, this compound does not mimic the effects of GABA in experimental models

(65). Gabapentin appears to stimulate nonvesicular release of GABA through an unknown

mechanism. Although it binds to a protein similar to the L-type voltage-sensitive Ca++

channels, gabapentin has no effect on calcium currents in root ganglion cells. Further,

gabapentin does not effectively reduce sustained repetitive firing of action potentials as

is seen with some other AEDs.

2.6.3. Pharmacokinetics

2.6.3.1. ABSORPTION

Gabapentin is primarily absorbed in the small intestine. The L-amino acid carrier

protein is responsible for absorption from the gut and distribution into the CNS. As a

result of a saturable carrier-mediated absorption mechanism, bioavailability of gabapen-

tin is dose-dependent (66).
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Oral bioavailability is reported as being 60%. In one multidose study of 1600 mg

three times daily, bioavailability was reduced to approximately 35%. Maximal plasma

concentrations are reached within 2 to 3 h of oral administration (66).

2.6.3.2. DISTRIBUTION

Gabapentin is not appreciably bound to plasma proteins and exhibits an apparent

volume of distribution of 0.65–1.04 L/kg. CSF concentrations of gabapentin range

from 10 to 20% of plasma concentrations and distribution is limited by active trans-

port through the L-amino acid carrier protein (66). Optimal concentrations for thera-

peutic response to gabapentin have not been established.

2.6.3.3. METABOLISM

Gabapentin is not metabolized nor has it been found to interfere with the metab-

olism of other AEDs.

2.6.3.4. EXCRETION

Gabapentin is excreted exclusively in the urine. The reported half-life of gaba-

pentin is 5–7 h but this may be significantly prolonged in patients with renal dysfunc-

tion (67). Renal elimination of gabapentin is closely related to creatinine clearance and

glomerular filtration rate. For this reason, dosage adjustments may be necessary for

patients with renal disease.

2.6.4. Adverse Reactions

CNS side effects of gabapentin are the most common, tend to occur with initia-

tion of therapy, and subside with continued use (Table 1). The most common of these

effects are somnolence, dizziness, and fatigue. Ataxia has also been reported. Other rare

CNS effects include nystagmus, tremor, and diplopia (68).

Neuropsychiatric reactions including emotional lability, hostility, and thought

disorders have been reported and may be more common among children and mentally

retarded patients (66). Weight gain is becoming more widely recognized as a long-term

side effect of gabapentin use.

2.6.5. Contraindications and Precautions

Elderly patients or patients with impaired renal function should be monitored closely

for the development of side effects secondary to reduced clearance and accumulation

of gabapentin.

2.6.6. Drug Interactions

As previously mentioned, gabapentin is not appreciably metabolized by the cyto-

chrome P450 system, nor does it alter the function of those enzymes. Cimetidine can

decrease the renal clearance of gabapentin by 10% and aluminum-based antacids can

decrease the bioavailability of gabapentin by as much as 20% (Table 3; 66).

2.7. Topiramate

2.7.1. Chemistry

Topiramate is chemically unique from the more traditional AEDs in that it is a

sulfamate-substituted monosaccharide. Topiramate is freely soluble in acetone, chloro-
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form, dimethylsulfoxide, and ethanol. It is most soluble in aqueous environments with

an alkaline pH (69).

2.7.2. Pharmacology

Topiramate appears to have several mechanisms by which it exerts its antiseizure

effects. First, topiramate reduces currents through voltage-gated Na+ channels and

may act on the inactivated state of these channels similarly to phenytoin, thus reduc-

ing the frequency of repetitive firing action potentials. In addition, topiramate increases

postsynaptic GABA currents while also enhancing Cl� channel activity. Further, topi-

ramate decreases the activity of AMPA-kainate subtypes of glutamate receptors. Lastly,

topiramate has been shown to function as a weak carbonic anhydrase inhibitor (70,71).

2.7.3. Pharmacokinetics

2.7.3.1. ABSORPTION

Topiramate is readily absorbed with an estimated bioavailability of 80%. Food may

delay absorption but does not alter bioavailability. Time to peak concentration ranges

from 1.5 to 4 h after an oral dose (72).

2.7.3.2. DISTRIBUTION

Topiramate is minimally bound to plasma proteins but does bind to erythrocytes.

This unique phenomenon may lead to nonlinear changes in serum concentration until

red cell binding sites have become saturated. The apparent volume of distribution is

0.6–0.8 L/kg (72).

Topiramate dosage adjustments should be based upon therapeutic response as no

defined therapeutic range has been established.

2.7.3.3. METABOLISM

Topiramate metabolism accounts for the disposition of less than 50% of an admin-

istered dose. Hepatic metabolism involves several pathways including hydroxylation,

hydrolysis, and glucuronidation. Administration of enzyme-inducing drugs such as CBZ

can increase the apparent hepatic clearance of topiramate by 50–100% with a corre-

sponding decrease in the fraction excreted in the urine (73).

2.7.3.4. EXCRETION

Greater than 50% of an administered dose of topiramate is eliminated unchanged

in the urine. The elimination half-life ranges from 15 to 24 h. Clearance of topiramate

may be reduced in patients with renal failure (70).

2.7.4. Adverse Reactions

Primary side effects of topiramate are usually related to either the CNS or car-

bonic anhydrase inhibition (Table 1). CNS side effects are common and patients may

become tolerant to them with continued use. These include fatigue, somnolence, dizzi-

ness, ataxia, confusion, psychomotor retardation, and difficulty concentrating. Visual

disturbances such as diplopia and blurred vision and acute closed-angle glaucoma have

also been reported (74).
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Side effects related to carbonic anhydrase inhibition include paresthesias and neph-

rolithiasis. Paresthesias are generally mild and transient. Renal stones were reported

to occur in 1.5% of patients in premarketing studies but have been less frequent in post-

marketing analyses (70).

Two unique side effects have been attributed to topiramate. In contrast to other

AEDs, long-term use of topiramate is associated with a decrease in body weight from

1 to 6 kg. This weight loss typically begins within the first 3 mo of therapy and peaks

between 12 and 18 mo of use. Higher degrees of weight loss tend to occur in patients

with higher pretreatment weight (70).

Lastly, some users of topiramate report difficulty with word finding while talk-

ing. This has been attributed to the effects on psychomotor function and is not a speci-

fic effect on language or speech (74).

No significant metabolic, hematologic, or hepatic effects have been attributed to

the use of topiramate.

2.7.5. Contraindications and Precautions

Topiramate has demonstrated various teratogenic effects in animal models. Post-

marketing surveillance has identified select cases of hypospadias in infants born to

women taking topiramate alone or in combination with other AEDs during pregnancy.

Topiramate is classified in the FDA Pregnancy Category C (69).

Patients with impaired renal function may be at risk of toxicity due to accumula-

tion of topiramate and should be monitored appropriately.

2.7.6. Drug Interactions

Topiramate does not appear to alter the metabolism or elimination of other AEDs.

CBZ induces the metabolism of topiramate thus necessitating adjustment of the dos-

age of topiramate when used concomitantly (Table 2). Other potent enzyme inducing

drugs such as phenytoin or phenobarbital may exhibit similar effects. It should also be

noted that dose adjustments would be necessary upon discontinuation of an enzyme-

inducing drug while continuing the topiramate (75).

2.8. Tiagabine

2.8.1. Chemistry

Tiagabine is a nipecotic acid derivative synthesized by linking nipecotic acid to

a lipophilic anchor compound. The addition of this anchor compound facilitates transfer

of the nipecotic acid moiety across the blood–brain barrier. Tiagabine is sparingly solu-

ble in water and practically insoluble in most organic solvents. However, it does remain

soluble in ethanol (76).

2.8.2. Pharmacology

Tiagabine reduces GABA uptake into presynaptic neurons by inhibiting the GABA

transport protein, GAT-1. Inhibiting the reuptake of GABA results in increased extra-

cellular concentrations of GABA and a prolongation of the inhibitory effect of GABA

on neurons (77).
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2.8.3. Pharmacokinetics

2.8.3.1. ABSORPTION

Tiagabine is readily absorbed with oral bioavailability approaching 90%. Absorp-

tion is linear with maximum plasma concentrations occurring between 45 and 90 min

after administration in the fasting state and after a mean of 2.6 h when taken with food.

Though food may delay the absorption of tiagabine, the extent of absorption is unaf-

fected. It is recommended by the manufacturer that tiagabine be administered with food

to avoid side effects associated with high plasma concentrations (78,79).

2.8.3.2. DISTRIBUTION

Tiagabine is highly bound to plasma proteins (96%) and is widely distributed

throughout the body. The apparent volume of distribution is 1 L/kg (78,79).

Though no therapeutic range for tiagabine has been established, because of the

risk of drug interactions the manufacturer suggests that monitoring concentrations of

tiagabine before and after the addition or discontinuation of interacting drugs may be

useful (76).

2.8.3.3. METABOLISM

Tiagabine is extensively metabolized in the liver via the CYP3A isozyme system

with less than 2% of an administered dose excreted unchanged. The half-life of tiagabine

ranges from 5 to 8 hours in patients receiving monotherapy but may be reduced to 2–3 h

in patients taking enzyme-inducing medications (80).

2.8.3.4. EXCRETION

Approximately 25% of an administered dose of tiagabine is eliminated in the urine

with 40–65% of a dose eliminated in the feces within 3–5 d. This extended elimination

may be due to enterohepatic recycling of tiagabine metabolites (80).

2.8.4. Adverse Reactions

Side effects that occur more commonly with tiagabine than placebo include dizzi-

ness, asthenia, nervousness, tremor, diarrhea, and depression (Table 1). These side effects

are usually mild and transient (81).

More severe side effects such as ataxia, confusion, and itching or rash have been

reported although rarely and should resolve upon discontinuation of tiagabine (81).

2.8.5. Contraindications and Precautions

Animal teratogenicity studies demonstrate increased risks of embryo-fetal develop-

ment abnormalities but no evidence of teratogenicity in humans has been seen. Tiaga-

bine is classified as FDA Pregnancy Category C.

2.8.6. Drug Interactions

Many drugs are known to inhibit or induce the 3A isozyme family of the cyto-

chrome system. The use of drugs that alter metabolism through these isozymes should

be expected to alter the metabolism of tiagabine. Plasma concentrations of tiagabine

will decrease with the addition of enzyme-inducing drugs such as CBZ and phenytoin
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whereas concentrations will increase with the addition of enzyme-inhibiting drugs such

as cimetidine (Tables 2 and 3; 77).

Although tiagabine is highly protein bound, plasma concentrations are low enough

that significant displacement interactions do not occur.

2.9. Felbamate

2.9.1. Chemistry

Felbamate is a dicarbamate AED with a chemical structure similar to that of mepro-

bamate. Whereas meprobamate incorporates an aliphatic chain at the 2-carbon position,

felbamate includes a phenyl group at that position. Felbamate is a lipophilic compound

that is only very slightly soluble in water and increasingly soluble in ethanol, methanol,

and dimethyl sulfoxide (82).

2.9.2. Pharmacology

Felbamate has a dual mechanism of action, inhibiting excitatory neurotransmis-

sion and potentiating inhibitory effects. Felbamate inhibits NMDA-evoked responses

in rat hippocampal neurons. In addition, felbamate potentiates the effects of GABA in

the same cell line (83). By decreasing the spread of seizures to other neurons and increas-

ing the seizure threshold, felbamate exhibits broad effects on various seizure types.

2.9.3. Pharmacokinetics

2.9.3.1. ABSORPTION

Felbamate is readily absorbed from the gastrointestinal tract. Neither the rate nor

the extent of absorption is altered by the presence of food. Greater than 90% of an orally

administered dose of felbamate or its metabolites can be recovered in the urine or

feces (82).

2.9.3.2. DISTRIBUTION

Felbamate is approximately 20–25% bound to plasma proteins and this is inde-

pendent of total concentration. It readily crosses the blood–brain barrier with CSF con-

centrations nearly equal to plasma concentrations in animal models. No significant dis-

placement of other compounds from protein-binding sites occurs with the use of felbamate

(84). The apparent volume of distribution of felbamate is 0.7–1 L/kg.

Though no therapeutic range has been defined for felbamate, it is suggested that

concentrations of phenytoin, CBZ, be monitored when used concurrently with felba-

mate (85).

2.9.3.3. METABOLISM

Approximately 50% of an administered dose of felbamate is metabolized in the

liver by hydroxylation and conjugation. One metabolite, atropaldehyde, has been impli-

cated in the development of aplastic anemia associated with the use of felbamate.

Atropaldehyde has been shown to alkylate proteins, which produces antigens that can

generate a dangerous immune response in some individuals. Variations in the metabo-

lism of felbamate as well as detoxification of atropaldehyde make it very difficult to

predict which patients may be subject to this dangerous effect (82).
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2.9.3.4. EXCRETION

Urinary excretion of unchanged felbamate accounts for the disposition of 30–50%

of an administered dose. This fraction can decrease to 9–22% in patients with renal dys-

function. The apparent half-life of felbamate has been reported to be between 16 and

22 h. This half-life may increase in patients with decreasing renal function (85).

2.9.4. Adverse Reactions

Gastrointestinal upset, headache, anorexia, and weight loss have been reported

to occur commonly among patients using felbamate (Table 1). Though most adverse

effects will subside over time, anorexia and insomnia are more likely to persist with

continued use.

Less common side effects such as diplopia, dizziness, and ataxia have been reported.

However, these side effects occur more commonly with polytherapy than monotherapy

and may be related to the other medications used, particularly CBZ (86).

Postmarketing surveillance identified an increased risk of the development of aplas-

tic anemia and hepatic failure among users of felbamate. Emerging risk factors for the

development of these reactions are history of cytopenia, AED allergy or significant tox-

icity, viral infection, and/or immunologic problems (82).

2.9.5. Contraindications and Precautions

Cross-sensitivity between felbamate and other carbamate drugs has been demon-

strated. Caution is advised when treating a patient with carbamate hypersensitivity with

felbamate.

Two known animal carcinogens, ethyl carbamate (urethane) and methyl carbam-

ate, are found in felbamate tablets as a consequence of the manufacturing process. Quan-

tities of these substances have been shown to be inadequate to stimulate tumor devel-

opment in rats and mice. The implications of this in humans remains unknown (82,87).

Teratogenicity studies in rats and mice revealed decreased rat pup weight and

increased mortality during lactation but no effects on fetal development were identified.

Felbamate is classified as FDA Pregnancy Category C.

Patients suffering from blood dyscrasias characterized by abnormalities in blood

counts, platelet count, or serum iron concentrations should not receive felbamate with-

out close evaluation of the risks and benefits of its use. Similarly, patients with a his-

tory of or current bone marrow suppression should not receive felbamate. This would

also apply to patients receiving chemotherapy with agents known to cause bone mar-

row suppression (82,88).

Because of the synthesis of atropaldehyde during felbamate metabolism and sub-

sequent potential for immunologic response, patients with hepatic disease may be at

increased risk for exacerbation of their condition (82).

Caution should be exercised when patients with a history of myelosuppression

or hematologic toxicity to any medication are prescribed felbamate as these patients

may be at increased risk of felbamate-induced hematologic toxicity.

2.9.6. Drug Interactions

Felbamate has been reported to inhibit the metabolism of both phenytoin and val-

proic acid (Table 2). As felbamate increases the metabolism of CBZ serum concentra-
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tions decrease whereas epoxide metabolite concentrations increase. Doses of pheny-

toin, CBZ, and VPA should be decreased by approximately 30% when felbamate is coad-

ministered (86,89).

Enzyme inducers like phenytoin and CBZ can increase the metabolism of fel-

bamate. Felbamate has also been shown to decrease the metabolism of phenobarbital

and warfarin (Table 3; 86,89).

2.10. Vigabatrin

2.10.1. Chemistry

Vigabatrin, �-vinyl GABA, is a structural analog of GABA. Vigabatrin is a racemic

mixture of R(�) and S(+) isomers in equal proportions with no evident optical rotational

activity. Although this compound is highly soluble in water, it is only slightly soluble

in ethanol or methanol and remains insoluble in hexane or toluene (90).

2.10.2. Pharmacology

Vigabatrin has been shown to effectively increase CNS concentrations of GABA

in both animal models and humans with epilepsy in a dose-dependent fashion. Increased

concentrations of other markers of GABA concentration (homocarnosine) have also

been reported to occur in patients taking vigabatrin. The proposed mechanism by which

vigabatrin facilitates these increases is through the inhibition of GABA transaminase,

the primary enzyme involved in GABA metabolism. This inhibition occurs in an irrever-

sible manner (90). Therefore, despite a relatively short half-life, vigabatrin can be admin-

istered on a once-daily basis.

2.10.3. Pharmacokinetics

2.10.3.1. ABSORPTION

Vigabatrin is readily absorbed from the gastrointestinal tract. Peak concentra-

tions occur within 2 h of oral administration. Oral bioavailability is reported to be

approximately 60%. Food has no effect on either the rate or extent of absorption of

vigabatrin (91).

2.10.3.2. DISTRIBUTION

Vigabatrin has an apparent volume of distribution of 0.8 L/kg. There is virtually

no binding to plasma proteins. CSF concentrations of vigabatrin are approximately 10%

of concentrations in plasma samples. Uniquely, vigabatrin distributes into red blood

cells with subsequent red blood cell concentrations approximating 30 to 80% of plasma

concentrations (90,91).

2.10.3.3. METABOLISM

No human metabolites of vigabatrin have been identified and no therapeutic range

has been established (90,91).

2.10.3.4. EXCRETION

The manufacturer reports that up to 82% of an orally administered dose is recov-

ered unchanged in the urine. The terminal half-life of vigabatrin is approximately 7 h,

which can be significantly prolonged in patients with renal dysfunction. Although it
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has been suggested that doses of vigabatrin be reduced in patients with renal dysfunc-

tion, no guidelines in this regard have been published (90,91).

2.10.4. Adverse Reactions

Vigabatrin is well tolerated with sedation and fatigue being the primary adverse

effects associated with its use (Table 1). It has been shown to have no effect on cogni-

tive abilities (90,92).

Psychiatric and behavioral effects of vigabatrin have been reported. Agitation,

irritability, depression, or psychosis have been reported in up to 5% of patients taking

the drug with no prior history of psychosis (90).

The development of visual-field defects has occurred in patients taking vigabatrin.

These visual field defects are commonly asymptomatic and appear to be irreversible.

The time course of the onset, relationship with dose, influence of other AEDs, and

progression of visual-field deficits are unknown. It is suggested that patients treated

with vigabatrin undergo visual-field testing regularly during therapy (90).

2.10.5. Contraindications and Precautions

No evidence of carcinogenicity has been demonstrated in animal studies. Serious

fetal neurotoxicity has been shown to occur in animal studies and vigabatrin is not

recommended to be used during pregnancy (90). Vigabatrin is classified as FDA Preg-

nancy Category D.

Vigabatrin should be used with caution in patients with aggressive tendencies or

evidence of psychosis as these patients may be at higher risk for these types of episodes

while using vigabatrin (90,92).

Because the risk of accumulation, patients with impaired renal function or a creatin-

ine clearance less than 60 mL/min should be monitored closely for the development

of adverse effects (92).

2.10.6. Drug Interactions

Few clinically significant drug interactions have been identified with vigabatrin.

Vigabatrin use can increase serum concentrations of phenytoin by as much as 30%

although the mechanism of this interaction is unknown (Table 2; 92).

2.11. Levetiracetam

2.11.1. Chemistry

Levetiracetam is a unique AED that is chemically unrelated to any of the other

currently available AEDs. This single S-enantiomer pyrrolidine compound is very solu-

ble in water and decreasingly less soluble in chloroform or methanol, ethanol, and ace-

tonitrile, and practically insoluble in n-hexane (93).

2.11.2. Pharmacology

The mechanism of action of levetiracetam is distinct and unrelated to the effects of

other AEDs. No evidence supports any effect on voltage-gated Na+ channels or on GABA

or benzodiazepine receptors. Levetiracetam has been shown to bind in a stereo-spe-

cific, saturable, and reversible manner to unknown binding sites in the CNS. These

binding sites do appear to be confined to synaptic membranes in the CNS and not the
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peripheral nervous system. Phenylenetetrazole and piracetam can effectively displace

levetiracetam from these binding sites whereas there is no effect on binding caused by

other antiepileptic drugs, picrotoxin, or bicuculline. Midazolam, a benzodiazepine

receptor agonist, has no discernible effect on binding of levetiracetam to synaptic mem-

branes (94).

2.11.3. Pharmacokinetics

2.11.3.1. ABSORPTION

Levetiracetam is readily and completely absorbed after oral administration. Peak

concentrations occur within 20–120 min of administration. Clinical studies have shown

that although food does not decrease the extent of absorption, it can cause a delay in

time to peak concentration by up to 1.5 h and decrease the peak concentration by as

much as 20% (94).

2.11.3.2. DISTRIBUTION

The apparent volume of distribution of levetiracetam is 0.7 L/kg. This drug and

its metabolites are less than 10% bound to plasma proteins and protein displacement

drug interactions are unlikely to occur. There has been no therapeutic range established

for levetiracetam (93,94).

2.11.3.3. METABOLISM

Levetiracetam is minimally metabolized in humans via a hydrolysis reaction. This

metabolism does not involve hepatic microsomal enzymes and therefore is unlikely to

be involved in metabolic drug interactions (95).

2.11.3.4. EXCRETION

Renal excretion of parent drug accounts for 66% of the disposition of an orally

administered dose of levetiracetam with an additional 25% of administered dose elimi-

nated renally as metabolites. The elimination half-life is 6–8 h and may be prolonged

as much as 2.5 h in elderly subjects due to changes in renal function. In addition, half-

life is prolonged in patients with documented renal disease (95).

2.11.4. Adverse Reactions

Common adverse effects of levetiracetam include somnolence, dizziness, asthe-

nia, and fatigue (Table 1). Somnolence has been reported in up to 45% of patients receiv-

ing the drug. Coordination difficulties including ataxia, abnormal gait, and incoordi-

nation are also more common with levetiracetam than placebo. Behavioral symptoms

have also been reported and include reactions such as psychosis, agitation, anxiety,

hostility, emotional lability, depression, and others. These adverse effects typically

appear early in therapy and may resolve with dose reduction (93).

Little information is available regarding idiosynchratic reactions on hematologic

and hepatic systems.

2.11.5. Contraindications and Precautions

Animal studies show that levetiracetam can cause developmental abnormalities

at doses near that used in humans (93). Levetiracetam is classified as FDA Pregnancy

Category C.
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Levetiracetam dose should be reduced in patients with evidence of renal function

impairment.

2.11.6. Drug Interactions

Pharmacokinetic studies of levetiracetam indicate that no clinically significant

interactions of this sort occur. Levetiracetam neither induces nor inhibits cytochrome

P450 isozymes nor does it alter UDP-glucuronidation (95).

2.12. Zonisamide

2.12.1. Chemistry

Zonisamide is a unique AED with a sulfonamide structure. This compound is only

moderately soluble in water and 0.1 N HCl (96).

2.12.2. Pharmacology

Zonisamide exhibits antiseizure effects similar to other AEDs. It has been shown

to inhibit T-type calcium currents as well as prolonging the inactivation of voltage-

gated Na+ channels, thus inhibiting sustained repetitive firing of neurons. These mecha-

nisms are similar to those of phenytoin and CBZ. In addition, zonisamide may have

some minimal carbonic anhydrase inhibitory activity (94,96).

2.12.3. Pharmacokinetics

2.12.3.1. ABSORPTION

Peak serum concentrations occur within 2–6 h of administration of an oral dose

of zonisamide. Food may prolong the time to peak concentration (4–6 h) but has no

effect on the extent of absorption (94,96).

2.12.3.2. DISTRIBUTION

Studies indicate that zonisamide is 40 to 50% protein bound. In addition, zonis-

amide is extensively bound to erythrocytes with erythrocyte concentrations eight times

higher than serum concentrations. This binding to erythrocytes is saturable and may

result in disproportionate increases in serum concentration with a given change in dose

at higher doses. The volume of distribution is reported to be 1.4 L/kg. No therapeutic

range has been established (94,97).

2.12.3.3. METABOLISM

The primary route of metabolism of zonisamide is reduction to 2-sulfamoylace-

tyl phenol (SMAP) by the CYP3A4 isozyme system. A minor metabolic route involves

hydroxylation and acetylation to 5-N-acetylzonisamide. Zonisamide does not induce

its own metabolism (94,97).

2.12.3.4. EXCRETION

Renal elimination is the primary route for clearance of zonisamide. Thirty-five

percent of an administered dose is recovered unchanged whereas the remaining 65%

is eliminated in the urine as metabolites. The terminal half-life of zonisamide is 63 h,

which may be prolonged in patients with renal or hepatic dysfunction (94,97).
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2.12.4. Adverse Reactions

Adverse effects most common with the use of zonisamide include somnolence,

dizziness, ataxia, anorexia, headache, nausea, and anger/irritability (Table 1). Other CNS

effects include psychomotor slowing, difficulty concentrating, and word-finding diffi-

culties (94,98).

Severe reactions including Stevens-Johnson syndrome, toxic epidermal necrosis,

hepatic failure, aplastic anemia, agranulocytosis, and other blood dyscrasias have been

reported in patients taking sulfonamides and should be considered potential side effects

of zonisamide (94,98).

Oligohydrosis and hyperthermia have been reported to occur in 13 pediatric patients

during the first 11 yr of marketing of zonisamide in Japan. Although zonisamide is not

approved for pediatric use in the United States, it is important to recognize that oligo-

hydrosis and hyperthermia are potential adverse effects associated with the use of

zonisamide (98).

2.12.5. Contraindications and Precautions

Studies in rats and mice have shown teratogenic effects when zonisamide is admin-

istered during organogenesis in pregnancy. Embryo lethality has been demonstrated

during the treatment of cynomolgus monkeys. Strong caution is advised against the

use of zonisamide during pregnancy. Zonisamide is categorized as FDA Pregnancy Cate-

gory C (96).

Oligohydrosis and hyperthermia were reported to occur in Japanese children treated

with zonisamide but has not occurred in Caucasians.

Decreases in clearance will occur in patients with impaired renal function and

zonisamide should only be used under close supervision in patients with a glomerular

filtration rate of <50 mL/min. In addition, metabolism of zonisamide may be decreased

in patients with hepatic dysfunction.

2.12.6. Drug Interactions

Although zonisamide is metabolized via the CYP3A4 isozyme system, it has not

been shown to alter the pharmacokinetics of other drugs metabolized through that iso-

zyme. In contrast, CBZ, phenytoin, fosphenytoin, and phenobarbital have been shown

to increase the clearance of zonisamide (Table 2). The clinical impact of these interac-

tions are unknown as no therapeutic level for zonisamide has been determined (94,97).

2.13. Conclusion

Epilepsy is a common neurologic condition that affects patients of all ages, although

the incidence is higher among the youngest and oldest segments of the population.

Historically, antiepileptic drug use has been fraught with complications, some of which

are attributable to the many pharmacokinetic drug interactions encountered with this

group of medications. In addition to the pharmacokinetic interactions that occur with

antiepileptic drugs, clinicians must remain well informed and aware of the possibility

of pharmacodynamic interactions that can occur with other medications known to have

similar pharmacologic and toxicologic actions.
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The close of the 20th century brought several new drugs to market for the treat-

ment of epilepsy. Though each of these new drugs brings promise to the generations

of patients that suffer from epilepsy, none is without risk.
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1. INTRODUCTION

The term opioid applies to any substance, whether endogenous or synthetic, that

produces morphine-like effects. Opiates are restricted to synthetic morphine-like drugs

with nonpeptidic structure. Opium is an extract of the juice of the poppy Papaver som-

niferum, which has been used socially and medicinally as early as 400 to 300 BC. In the

early 1800s, morphine was isolated and in the 1900s its chemical structure was deter-

mined. Opium contains many alkaloids related to morphine. Many semisynthetic and

fully synthetic compounds have been made and studied. The main groups of drugs in-

clude morphine analogs such as oxymorphone, codeine, oxycodone, hydrocodone, heroin

(diamorphine), and nalorphine; and the synthetic derivatives such as meperidine, fen-

tanyl, methadone, propoxyphene, butorphanol, pentazocine, and loperamide (1).

2. PHARMACOKINETICS

Some of the pharmacokinetic parameters for opioids are summarized in Table 1

(1,2). Most opioids are readily absorbed from the gastrointestinal tract; they are also

absorbed from the nasal mucosa, the lung, and after subcutaneous or intramuscular injec-

tion. With most opioids and due to significant but variable first-pass effect, the effect of

a given dose is more after parenteral than after oral administration. The enzyme activ-

ity responsible for opioid metabolism in the liver varies considerably in different indi-

viduals. Thus, the effective oral dose in a particular patient may be difficult to predict.

All opioids bind to plasma proteins with varying affinity. However, the drugs

rapidly leave the blood and localize in highest concentrations in tissues that are highly

perfused. Brain concentrations of opioids are usually relatively low in comparison to

most other organs. In neonates the blood–brain barrier for opioids is effectively lacking.
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Table 1
Pharmacokinetic Parameters and Receptor Subtypes Activity of Some Opioids

Duration of  Addiction/ Opioid Receptor

Generic Name Brand Name Dose (mg) Administration  Analgesia (hours) Abuse Potential µ � �

Buprenorphine Buprenex  0.3 im, iv, sc  4–8 Low P —

Butorphanol Stadol  2 im, iv, Nasal Spray  3–4 Low P +++

Codeine  30–60 Oral, sc  3–4 Medium + +

Fentanyl Sublimaze  0.1 im, iv, Transdermal  1–2 High +++

Hydromorphone Dilaudid  1.5 Oral, sc  4–5 High +++ +

Mepridine Demerol  50–100 Oral, im  1–3 High ++

Methadone Dolphine  10 Oral, sc  3–5 High +++

Morphine Statex, Kadian  10 Oral, im, iv, sc  4–5 High +++ +

Naloxone Narcan  0.4 im, iv  — — — — —

Oxycodone Percodan  5 Oral  3–5 Medium + +

Oxymorphone Numorphan  1–2 im, iv, sc  3–5 High +++ +

Pentazocine Talwin  25–50 Oral, im  3–4 Low P ++

Propoxyphene Darvon  60-120 Oral  2–4 Low ++

Tramadol Ultram  50–100 Oral, im 1–6 Low +

+, agonist; —, antagonist; P, partial agonist. Data compiled from various sources.
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Because of this, easy transport of opioids through the placenta, and the low conjugating

capacity in neonates, opioids used in obstetrics analgesia have a much longer duration

of action and can easily cause respiratory depression in neonates (3).

Hepatic metabolism is the main mode of inactivation, usually by conjugation with

glucuronide. Esters (e.g., heroin) are rapidly hydrolyzed by common tissue esterases.

Heroin is hydrolyzed to monoacetylmorphine and finally to morphine, which is then

conjugated with glucuronic acid. These metabolites were originally thought to be inac-

tive, but it is now believed that morphine-6-glucuronide is more active as analgesic than

morphine. Accumulation of these active metabolites may occur in patients in renal fail-

ure and may lead to prolonged and more profound analgesia even though central ner-

vous system (CNS) entry is limited (2).

Some opioids are also N-demethylated by CYP3A and O-demethylated by CYP2D6

in the liver but these are minor pathways. Codeine, oxycodone, and hydrocodone are

converted to metabolites of increased activity by CYP2D6. Genetic variability of CYP2D6

and other CYP isozymes may have clinical consequences in patients taking these com-

pounds. Accumulation of a demethylated metabolite of meperidine, normeperidine, may

occur in patients with decreased renal function or those receiving multiple high doses

of the drug. In sufficiently high concentrations, the metabolite may cause seizures,

especially in children. However, these are exceptions, and opioid metabolism usually

results in compounds with little or no pharmacologic activity (2).

Hepatic oxidative metabolism, mainly N-dealkylation by CYP3A4, is the primary

route of degradation of the phenylpiperidine opioids (e.g., fentanyl) and eventually leaves

only small quantities of the parent compound unchanged for excretion (2).

3. PHARMACODYNAMICS

Morphine and most other opioids elicit a mixture of stimulatory and inhibitory

effects, with the major sites of action being the brain and the gastrointestinal tract. Areas

of the brain receiving input from the ascending spinal pain-transmitting pathways are

rich in opioid receptors.

3.1. Opioid Receptors

Three major classes of opioid receptors have been identified in various nervous

system sites and in other tissues. They are mu (µ), delta (�), and kappa (�). The newly

discovered N/OFQ receptor, initially called the opioid-receptor-like 1 (ORL-1) recep-

tor or “orphan” opioid receptor has added a new dimension to the study of opioids.

Each major opioid receptor has a unique anatomical distribution in brain, spinal cord,

and the periphery. These distinctive patterns of localization suggest specific possible

functions. There is little agreement regarding the exact classification of opioid recep-

tor subtypes. Pharmacological studies have suggested the existence of multiple sub-

types of each receptor. Behavioral and pharmacological studies suggested the presence

of µ1 and µ2 subtypes. The µ1 site is proposed to be a very high affinity receptor with

little discrimination between µ and � ligands. The data supporting the existing of �-

opioid receptor subtypes are derived mainly from behavioral studies. In the case of �

receptor, numerous reports indicate the presence at least one additional subtype (3).
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Opioids show different activities at these receptors (Table 1). Most of the clini-

cally used opioids are relatively selective for µ receptors. It is crucial to note that opioids

that are relatively selective at standard doses will interact with additional receptor sub-

types when given at sufficiently high doses, leading to possible changes in their pharma-

cological profile. Classification of opioid receptor subtypes and actions is shown in

Table 2 (2,3). Opioid receptors have been cloned and belong to the G protein-coupled

family of receptor proteins (4).

3.2. Endorphins

Opioid alkaloids (e.g., morphine) produce analgesia through actions at regions

in the brain that contain peptides that have opioid-like pharmacologic properties. The

general term currently used for these endogenous substances is endogenous opioid

peptides, which replaces the other term endorphin. There are three families of endog-

enous opioid peptides. The best-characterized of the opioid peptides possessing analge-

sic activity are the pentapeptides methionine-enkephalin (met-enkephalin) and leucine-

enkephalin (leu-enkephalin), which were the first opioid peptides to be isolated and

purified. Leu- and met-enkephalin have slightly higher affinity for the � than for the µ

opioid receptor. Two recently discovered peptides, endomorphin I and endomorphin

II, have very high µ receptor selectivity (2,3).

These endogenous peptides are derived by proteolysis from much larger precur-

sor proteins. The principal precursor proteins are prepro-opiomelanocortin (POMC),

preproenkephalin (proenkephalin A), and preprodynorphin (proenkephalin B). POMC

contains the met-enkephalin sequence, �-endorphin, and several nonopioid peptides,

including ACTH, �-lipotropin, and melanocyte-stimulating hormone. Preproenkephalin

contains six copies of met-enkephalin and one copy of leu-enkephalin. Preprodynorphin

yields several active opioid peptides that contain the leu-enkephalin sequence. These

are dynorphin A, dynorphin B, and alpha and beta neoendorphins (2,3).

The endogenous opioid precursor molecules are present at brain sites that have

been implicated in pain modulation. Evidence suggests that they can be released during

stress such as pain or the anticipation of pain. The precursor peptides are also found in

the adrenal medulla and neural plexuses of the gut. Recent studies indicate that several

phenanthrene opioids (morphine, codeine) may also be found as endogenous substances

Table 2
Classification of Opioid Receptors and Their Effects

Functional Effects µ � �

Analgesia

Supraspinal ++ + +

Spinal ++ ++ +

Respiratory depression +++ + �

Reduced GI motility ++ + ++

Pupil constriction + � +

Euphoria +++ � �

Sedation ++ � ++

Physical dependence +++ � �
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at very low (picomolar) concentrations in mammalian tissues; their role at such sites

has not been established (2,3).

3.3. Mechanism of Action

Activation of opioids receptors has a number of cellular consequences, includ-

ing inhibition of adenyl cyclase activity, leading to a reduction in intracellular cAMP

concentration. This fall in neuronal cAMP is believed to account mostly for the analge-

sic effect of opioids.

Opioids vary not only in their receptor specificity, but also in their efficacy at dif-

ferent types of receptors. Some agents act as agonists on one type of receptor and antago-

nists or partial agonists at another, producing a very complicated pharmacological pic-

ture. Most opioids are pure agonists, pentazocine and nalorphine are partial agonists,

and naloxone and naltrexone act as antagonists (Table 1).

The opioids have two well-established direct actions on neurons. They either close

a voltage-gated Ca2+ channel on presynaptic nerve terminals and thereby reduce trans-

mitter release, or they hyperpolarize and thus inhibit postsynaptic neurons by opening

K+ channels (2–4). The presynaptic action (depressed transmitter release) has been

demonstrated for release of a large number of neurotransmitters, including acetylcho-

line, norepinephrine, glutamate, serotonin, and substance P (2).

All three major receptors are present in high concentrations in the dorsal horn of

the spinal cord. Receptors are present both on spinal cord pain transmission neurons

and on the primary afferents that relay the pain message to them. Opioid agonists inhibit

the release of excitatory transmitters from these primary afferents, and they directly

inhibit the dorsal horn pain transmission neuron. Thus, opioids exert a powerful analge-

sic effect directly upon the spinal cord. This spinal action has been exploited clinically

by direct application of opioid agonists to the spinal cord, which provides a regional

analgesic effect while minimizing the unwanted respiratory depression, nausea and

vomiting, and sedation that may occur from the supraspinal actions of systematically

administered drugs (2). Different combinations of opioid receptors are found in supra-

spinal regions implicated in pain transmission and modulation. Of particular impor-

tance are opioid-binding sites in pain-modulating descending pathways, including the

rostral ventral medulla, the locus ceruleus, and the midbrain periaqueductal gray area.

At these sites as at others, opioids directly inhibit neurons, yet neurons that send pro-

cesses to the spinal cord and inhibit pain transmission neurons are activated by the

drugs. In addition, part of the pain-relieving action of exogenous opioids involves the

release of endogenous opioid peptides (2).

Clinical use of opioid analgesics consists primarily in balancing the analgesia

against adverse side effects. Their depressive effect on neuronal activity, increase in

pain threshold, and sedation is often accompanied by euphoria. A summary of opioid

pharmacological effects is shown in Table 3 (1,2).

4. OPIOID USE AND ABUSE

4.1. Introduction: The Size of the Problem

Man has used drugs for recreational purposes as long as history itself. Arabic

traders smoked opium in the third century BC. In the last 30 yr the number of people
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Table 3
Pharmacodynamic Properties of Opioids

Central Nervous System Effects

Suppression of pain; analgesia

Drowsiness and decreased mental alertness; sedation

Respiratory function depression (at the same dose that produce analgesia)

Euphoria

Psychotomimetic effects (nightmares, hallucinations)

Suppression of cough; codeine is used primarily as antitussive

Miosis, mediated by parasympathetic pathways

Nausea and vomiting, by activating the brain stem chemoreceptor trigger zone

Antimuscarinic effects by meperedine

Peripheral Effects

Increased intracranial pressure

Hypotension, if cardiovascular system is stressed

Bradycardia

Decreased peristalsis; constipation

Decreased gastric acid secretion

Inhibition of fluid and electrolyte accumulation in intestinal lumen

Increased tone of intestinal smooth muscle

Increased tone of sphincter of Oddi; increased biliary pressure

Increased tone of detrusor muscle and vesical sphincter

Decreased uterine tone

Stimulation of the release of antidiuretic, prolactine, and somatotropine hormones

Inhibition of luteinizing hormone release

Skin flushing and warming; sweating; itching

Immune system modulation

using recreational drugs, particularly opioids, appears to have increased. By 1997,

25% of the population reported using illicit drugs at some point in their lives and 10%

within the last year. In 1999, there were 179,000 treatment admissions for primary-

injection drug abuse and 34,000 admissions for secondary-injection drug abuse in the

United States. Opiates accounted for 83% of substance abuse treatment admissions for

injection drug abuse, followed by methamphetamine/amphetamines (11%) and cocaine

(5%). Injection drug admissions of young people aged 15–25 yr old increased between

1992 and 1999. Injection drug users tended to use drugs for many years before enter-

ing the substance abuse treatment system. Heroin treatment admission rates between

1993 and 1999 increased by 200% or more in 6 states and by 100–199% in another 11

states. The West and Northeast had the highest heroin treatment admission rates between

1993 and 1999 (Website of National Institute of Drug Abuse, 2001).

There are numerous medical consequences to recreational drug use. Follow-up

studies of heroin addicts indicate an annual mortality of 4%. Thus, physicians should

consider substance abuse in any unexplained illness. Recent evidence suggests that

more than 40% of young people in the UK have tried illicit drugs at some time (5). It

is estimated that 9.5% of total mortality in Australians aged 15–39 years can be attrib-
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uted to regular use of illicit opiates. Australian mortality data for 1992 indicate that

approximately 401 male deaths and 161 female deaths occurred as a result of opiate use.

This represents some 15,429 and 6261 person-years of life lost to age 70, for males

and females, respectively (6). In the UK in 1991, 44 heroin deaths out of 113,620

yields a mortality of 1 in 2582 and 74 methadone deaths of 9880 gives a mortality of

1 in 134. Thus, methadone would appear to be 19 times more toxic than heroin, simi-

lar to previous findings in New York. Yet methadone is a manufactured pharmaceutical

product, whereas heroin is usually adulterated from the street (7). Although methadone

has been used as a maintenance therapy for opiate addicts, several reports on the fatal

methadone overdose have been published (8,9). Serious side effects of some opioids

such as hydrocodone have been reported. This powerful and potentially addictive pain-

killer used by millions of Americans is causing rapid hearing loss and even deafness

(10). In another report, sublingual buprenorphine caused 20 fatalities in France over a

6-mo period in five urban areas. Buprenorphine and its metabolites were found in post-

mortem fluids and viscera (11).

4.2. Pathophysiology of Opiate Use

The physiologic effects of opioids are actually the result of interaction between

the individual agent and multiple receptors. These interactions exert their primary

effects on the central nervous system (CNS) and the respiratory system; however, the

other organs particularly the cardiovascular system and the gastrointestinal system may

also be affected (3).

4.2.1. Central Nervous System

The CNS effects include analgesia, via altered pain tolerance, sedation, euphoria,

and dysphoria. Morphine-like drugs produce analgesia, drowsiness, changes in mood,

and mental clouding. A significant feature of the analgesia is that it occurs without loss

of consciousness, although drowsiness commonly occurs. Nausea and vomiting are

secondary to stimulating the chemoreceptor trigger zone in the medulla. As the dose

is increased, the subjective analgesic and toxic effects, including respiratory depression

become more pronounced. Morphine does not possess anticonvulsant activity and

usually does not cause slurred speech (12).

4.2.2. Respiratory System

Respiratory depression occurs by direct effect on the medullary/respiratory center.

The diminished sensitivity at this region results in an elevation of pCO2 with resultant

cerebral vasodilation, increased cerebral perfusion pressure and increased intracranial

pressure. Hypoxic stimulation of the chemoreceptors still may be effective when opioids

have decreased the responsiveness to CO2, and the inhalation of O2 may thus produce

apnea (3). In human beings, death from morphine poisoning is nearly always due to

respiratory arrest. Therapeutic doses of morphine depress all phases of respiratory activ-

ity (rate, minute volume, and tidal exchange) and may also produce irregular and periodic

breathing. The diminished respiratory volume is due primarily to a slower rate of breath-

ing (13). Toxic doses may pronounce the aforementioned effects and the respiratory rate

may fall even to less than three or four breaths per minute. Although respiratory effects

can be documented readily with standard doses of morphine, respiratory depression is
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rarely a problem clinically in the absence of underlying pulmonary dysfunction. How-

ever, the combination of opiates with other medications such as general anesthetics,

alcohol, or sedative-hypnotics may present a greater risk of respiratory depression result-

ing from the synergic effects of these drugs on the respiratory center.

Morphine and related opioids also depress the cough reflex at least in part by a

direct effect on a cough center in the medulla. There is no positive relationship between

depression of respiration and depression of coughing. Effective antitussive agents such

as dextrometorphan do not depress respiration. Suppression of cough by such agents

appears to involve the medulla that are less sensitive to naloxone than to the other opioid

analgesics (3).

4.2.3. Cardiovascular System

Cardiovascular effects are trivial at therapeutic doses. However, peripheral vaso-

dilation resulting in orthostatic hypertension may occur. Histamine release may con-

tribute to the haemodynamic changes as well as dermal pruritus. Transient bradycardia

and hypotension secondary to occasional vasovagal episodes may accompany nausea

and vomiting. In supine patients, therapeutic doses of morphine-like opioids have no

major effect on blood pressure and cardiac rate and rhythm. Such doses do produce

peripheral vasodilation, reduced peripheral resistance, and inhibition of baroreceptor

reflexes. When supine patients assume the head-up position, orthostatic hypotension

and fainting may occur. The peripheral, arteriolar, and venous dilatation produced by

morphine involves several mechanisms. It provokes release of histamine, which some-

times plays a central role in hypotension. However, vasodilation is usually only parti-

ally blocked by H1 anatagonists, but is effectively reversed by naloxone. Morphine also

attenuates the reflex vasoconstriction caused by increased PCO2 (3). Myocardial dam-

age and rhabdomyolisis associated with prolonged hypoxic coma, following opiate over-

dose, has been reported (14).

4.2.4. Gastrointestinal System

Gastrointestinal effects result in gastric motility. Increased antral and proximal

duodenal muscle tone results in delayed gastric emptying. This may also contribute to

the observed nausea and vomiting. Increased segmental tone and decreased longitudi-

nal peristaltic contractions in the small intestine and colon may result in the common

side effect of constipation. Spasm of the Oddi sphincter may also occur with certain

narcotics, resulting in symptoms that are characteristic of biliary colic. Morphine and

other µ agonists usually decrease the secretion of HCl, although stimulation is some-

times evident. It also diminishes biliary, pancreatic, and intestinal secretions (15). Mor-

phine delays ingestion of food in the small intestine. The upper part of the small intestine,

particularly the duodenum, is more affected than the ileum.

4.3. Tolerance and Physical Dependence

Tolerance and dependence are physiological responses seen in all patients and

are not predictors of abuse. For example, cancer pain often requires prolonged treat-

ment with high doses of opioids leading to tolerance and dependence, although abuse

in this setting is very unusual. Neither the presence of tolerance and dependence nor the
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fear that it may develop should interfere with the appropriate use of opioids. Opioids can

be discontinued in dependent patients without subjecting them to withdrawal. Suppres-

sion of withdrawal requires only minimal doses. Clinically, the dose can be decreased

by 50% every several days and eventually stopped, without severe signs and symptoms

of withdrawal. However, decreases in dosage may lead to reduction of the degree of pain

control. Blockade of glutamate actions by noncompetitive and competitive NMDA antag-

onists (N-methyl, D-aspartic acid) receptors inhibits morphine tolerance (16). Although

the role of the NMDA receptor in the development and expression of opiate tolerance,

dependence, and withdrawal is well established in adults, different mechanisms may

exist in infants (17).

Nitric oxide production has also been implicated in morphine tolerance, as inhibi-

tion of nitric oxide synthesis also blocks morphine tolerance (18). These studies indi-

cate that several important aspects of tolerance and dependence are involved. First,

the selective actions of drugs on tolerance and dependence demonstrate that analgesia

can be dissociated from these two unwanted actions. Second, the reversal of preexisting

tolerance by NMDA antagonists and nitric oxide synthetase inhibitors indicates that

tolerance is a balance between activation of processes and reversal of those processes.

The clinical importance of these observations is speculative, but they suggest

that in the future, tolerance and dependence in the clinical management of pain can be

minimized.

4.4. Clinical Presentations of Opioid Overdose

Opioid overdose may occur in children as accidental or in adults as intentional

and rarely as a criminal act. The body packers who present with the leakage of drugs

from the packets that are being transported with the gastrointestinal tract, may also be

encountered. Opium body packing is a health problem in Iran (19). Overdoses in addicts

generally occur in two ways. The first is the user who unknowingly uses a more potent

grade of opioid. The second is the uninitiated or abstaining user who had administered

a dose beyond his or her perceived tolerance. In both ways, excessive opioid effects

are observed and excessive respiratory depression may result. The patient is typically

found or presents in an obtused state with worrying degrees of respiratory depression.

Diagnosis is usually aided by the presence of miosis and track mark (scarring from

prior iv administration) or evidence of skin popping (scarring from prior subcutaneous

administration). Positive rapid response to the administration of naloxone is usually

confirmatory.

Pediatric patients often present with overdose resulting from access to pain med-

ication or methadone from a family member or other individual in the household. Inter-

pretation of clinical manifestations in this situation is very important as the available

history may be very limited or nonexistent, particularly in cases which illicit drugs are

involved.

The suicidal patient may present with a mixed picture, resulting from polysub-

stance ingestion, frequently accompanied by the coingestion of alcohol. History may be

more helpful than in the prior scenarios. The patient is frequently accompanied by family

members or friends, who confirm the use of medication by the patient or may simply have

found pill bottles. Toxic doses of opioids may be difficult to assess in this situation, as
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tolerance, underlying medical conditions, and the other substances abused play a role in

the severity of poisoning. Patients with mild overdose present with slight depression

in mental status, miosis, and minimal respiratory depression. Severe overdoses result in

the triad of CNS depression, miosis, and respiratory depression. Effects on respiration

usually begin with a decrease in respiratory rate whereas the tidal volume is maintained.

In more severe overdoses, respiratory arrest may occur. Hypoxia due to respiratory

depression is the main cause of most deaths of opioid drugs.

Certain opiates, particularly heroin, can cause a fulminant but rapidly reversible

pulmonary edema. Noncardiogenic pulmonary edema (NCPE) has been described as the

most frequent complication of heroin overdose, observed in up to 48% of the patients

(20). In contrast, a later study reported that NCPE was diagnosed in only 2.4% of patients

presenting to the emergency departments (21). The wide range may be reflective of num-

erous factors including changes in heroin purity and methods of administration. Pneu-

monia, the next leading of complication of heroin overdose (up to 30%), may also play

a role in this discrepancy (22).

The etiology of heroin-induced NCPE in heroin overdose remains unclear but

may include a hypersensitivity reaction, an acute hypoxemia-induced capillary vaso-

constriction resulting in increased hydrostatic pressure or capillary injury, secondary

to the drug, or adultery (23). NCPE is characterized by tachypnea, tachycardia, hypoxia,

and rales on auscultation. Pulmonary capillary wedged pressure is typically normal.

Laboratory abnormalities include respiratory acidosis and hypoxia. Radiographic evalu-

ation usually demonstrates bilateral patchy infiltrates. Onset may occur from minutes

to several hours after heroin use. Prior review indicates that onset maybe delayed as

much as 24 h after heroin administration (24), whereas a further study reported a much

earlier onset (20). Methadone and other opiates have also been linked to NCPE, although

its occurrence is uncommon (25,26).

Other complications from opioid overdose include seizures most often attributed

to propoxifen (27,28), or meperidine overdose (29). Heroin also appears to be a poten-

tial causative agent (30). The mechanism for opioid-induced seizures is not totally

clear. However, two distinct causes have been postulated based on therapy with opioid

antagonists. Although seizures from heroin, morphine, and propoxifen overdoses have

been treated successfully with naloxone, animal studies indicate that naloxone will lower

seizure threshold in meperidine overdoses. The toxic metabolite normeperidine has

been implicated in cases involving meperidine (31,32).

Cardiac conduction disturbances have also been reported and are primarily attrib-

uted to propoxifen and its metabolites (33,34).

4.5. Diagnosis of Opioid Overdose

Diagnosis of opioid overdose should be based initially on history and clinical

presentation. Additional laboratory analyses are useful particularly in the iv drug users

who may have additional underlying conditions or complications. Drug screens of mixed

utility depend on the information being obtained and the time frame in which results

will be available to guide the clinical management of the patient. In patients with spe-

cific signs such as miosis, CNS and respiratory depression, particularly in severe poison-

ing with coma and respiratory insufficiency, iv administration of naloxone is a good

diagnostic tool.
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Situations involving poly substance usage maybe less straightforward, but clini-

cal judgment and supportive measures are usually employed before receiving results

of a toxic screen. However, in complicated cases opioid screens as well as other CNS

depressants screening could be beneficial. Screening techniques must be able to detect

parent compounds and their active metabolites in serum or urine. Urine drug screens can

provide a qualitative method to detect many opioids, including propoxyphene, codeine,

methadone, meperidine, and morphine. Screens for fentanyl and its derivatives are usu-

ally negative. Quantitative results on opiates from serum are not helpful in the routine

management of overdoses. The serum drug screen maybe helpful in detecting the pres-

ence of agent other than opiates, such as acetaminophen that may require its specific

antidote (N-acetyl cystein) therapy.

4.6. Management of Opioid Overdose

Management of opioid overdoses focuses on stabilization. Initial assessment and

establishment of effective ventilation and oxygenation followed by ensuring adequate

homodynamic support are followed. Initial support with a bag-valve-mask (BVM) is

appropriate along with 100% oxygen supplementation. Oral or nasal airway place-

ment may be required and in fact is vital in comatose patients. However, caution is

advised with their use, to prevent vomiting and or aspiration. Suction apparatus should

be available for immediate use at the patient’s bedside. Ventilatory support can usually

be provided with a BVM device while awaiting the reversal of respiratory depression

by an opioid antagonist.

Endotracheal intubation is indicated in severely compromised patients in whom

there is a real risk in aspiration or in patients who do not respond satisfactory to opioid

antagonists. Treatment of NCPE will require 100% oxygen therapy with positive end

expiratory pressure (PEEP), if necessary, to reverse hypoxia. Diuretics and digoxin

have no role in treatment of NCPE. The options for opioid antagonists include nalox-

one, naltrexone, and the longer acting antagonist nalmefene (35,36). This pure opiate

antagonist with great affinity to µ receptors should be titrated according to the severity

of poisoning.

Naloxone remains the drug of choice as the initial reversal agent in suspected

opioid overdose, given its short half-life and ability to titrate for the effect. The need

for immediate results (usually in the form of increased ventilation) is balanced by the

potential unpleasant of inducing withdrawal symptoms in the chronic abuser. In the

patient who presents with respiratory arrest, precipitation of some acute withdrawal

symptoms may be unavoidable. To minimize this risk, naloxone should be given in

small increments, titrated to the response. Naloxone can be administered iv, im, sc,

endotracheally, or intralingually (37–39).

Naloxone dose is based on the severity of poisoning. It generally ranges from 0.4

to 2.0 mg iv in the adult patient. For respiratory depression or arrest, 2 mg iv is sug-

gested initially, to be repeated 2–5 min (or sooner if the patient is indeed in respira-

tory arrest) up to 10 mg. If no response is observed after 10 mg of naloxone, it is unlikely

that opioids by themselves are playing a significant role in the patient’s clinical status.

Certain opiate overdoses such as codeine, propoxifen, pentazocine, methadone, and

diphenoxylate may require repetitive or continuous administration. In cases of leaked

opium body packing, repetitive or continuous naloxone administration is needed.
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Nalmefene may provide an alternative to naloxone infusion, given its longer

half-life (4–8 h) compared to (1 h) with naloxone (36). Initial dose of 0.5 mg nalmefene

iv reverses respiratory depression in the adult patients. A repeat dose of 1.0 mg can be

given 2–5 min later if necessary.

The current recommendation for pediatric dosing of naloxone is 0.1 mg/kg given

iv (40). Continuous iv injection of naloxone (0.4–0.5 mg/h for 2.5–4 d) in two patients

(aged 3 d to 1 yr) was also applied (41).

Decontamination is generally reserved for opioid agents taken orally. Opiates

cause decreased gastric emptying and pylorospasm. This decrease in gastrointestinal

motility suggests that there may be some benefit to gastrointestinal emptying several

hours after ingestion. Gastric aspiration and lavage is affected in debulking large amounts

of ingestant; it may also be beneficial with smaller amounts of ingestant due to delayed

gastric motility in the obtuse patient. Endotracheal intubation should be performed

prior to the placement of orogastric or nasogastric tubes, to protect against aspiration

in comatose patients. Activated charcoal and cathartics (magnesium citrate or sorbi-

tol) should be administered after gastric emptying if bowel sounds are present. The

initial dose of activated charcoal is 1.0 g/kg by mouth or per nasogastric tube. Repeti-

tive dosing of activated charcoal may be beneficial in cases in which large amounts of

ingestant such as body packers are suspected.

Muscle rigidity, though possible after all narcotics, appears to be more common

after administration of bolus doses of fentanyl or its congeners. Rigidity can be treated

with depolarizing or nondepolarizing neuromuscular blocking agents while controlling

the patient’s ventilation (3).

Since the half-life of naloxone is short but the half-life of most opioids is long, the

patients must not be discharged after recovery unless no signs of intoxication particu-

larly CNS depression are found 24 h after cessation of naloxone therapy.

5. DRUG INTERACTIONS

Opiates and opioids have a wide range of pharmacological and toxicological inter-

actions with many classes of drugs. The pharmacological interactions can be divided

into pharmacokinetics and pharmacodynamics.

5.1. Pharmacokinetic Interactions

5.1.1. Food

Oral morphine in sustained-release form (Oramorph SR) and morphine sulfate in a

continuous preparation (MST continus) taken by 24 healthy male volunteers in a four-

way crossover study revealed significant higher Cmax, Tmax, and AUC0–24 following high-

fat breakfast than the fasting subjects (42). In a randomized crossover study in 22 nor-

mal male and female subjects, it was revealed that oxycodone in sustained-release form

had no significant interactions with food intake. However, both bioavailability and

Cmax were significantly altered by high-fat meal after taking immediate-release form

of oxycodone (43). It was shown that food has no effect on the pharmacokinetics of

morphine following doses of immediate-release solution and the modified-release prep-

arations. However, the lack of bioequivalence between some of the formulations sug-
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gests that care should be taken by physicians in changes of modified-release formulations

(44). For morphine sulfate and dextrometorphan combination (MorphiDex) in a single-

dose double-blind study in patients suffered from postoperation pain, food reduced

Cmax, but not the extent of absorption (45). In another study with a new sustained-release

form of tramadol in 24 healthy volunteers, food had no significant effects on the pharma-

cokinetics of the drug (46).

5.1.2. Drug Absorption and Bioavailability

5.1.2.1. MORPHINE AND METOCLOPRAMIDE

Metoclopramide increases the rate of absorption of oral morphine and exacerbates

its sedative effects. Ten mg of metoclopramide markedly increased the extent and speed

of sedation due to a 20-mg oral dose of morphine over a period of 3–4 h in 20 patients

undergoing surgery. Peak serum morphine concentrations and the total absorption

remained unaltered. Metoclopramide increases the rate of gastric emptying so that the

rate of morphine absorption from the small intestine is increased. An alternative idea is

that both drugs act additively on opiate receptors to increase sedation (47).

5.1.2.2. CODEINE AND SALICYLATE-CONTAINING HERBS

It has been suggested by some authorities that since salicylate-containing herbs

can selectively precipitate some alkaloids, high doses of these herbs may impair the

absorption of codeine (48).

5.1.2.3. MORPHINE AND TRICYCLIC ANTIDEPRESSANTS

The bioavailability and the degree of analgesia of oral morphine are increased by

the concurrent use of clomipramine, desipramine, and possibly amitriptyline. Clomi-

pramine or amitriptyline in daily doses of 20–50 mg increased the area under the curve

(AUC) of oral morphine by amounts ranging from 28 to 111% in 24 patients being

treated for cancer pain. The half-life of morphine was also prolonged (49). A previous

study (50) found that desipramine but not amitriptyline increased and prolonged mor-

phine analgesia and a later study by the same group (51) confirmed the value of desipr-

amine. The reasons are not understood. The increased analgesia may be a result of not

only the increase of serum/morphine concentrations but possibly also some alterations

in the morphine receptors. Acute administration of clomipramine potentiates morphine

analgesia in mice whereas chronic administration attenuates them (52).

5.1.2.4. MORPHINE AND TROVAFLOXACIN

Coadministration of trovafloxacin and morphine in 19 healthy volunteers reduced

the bioavailability and Cmax of trovafloxacin but the effects were not significant (53).

5.1.2.5. CODEINE AND IBUPROFEN

Relative bioavailabilities of ibuprofen and codeine in 24 healthy volunteers revealed

no significant interactions (54).

5.1.2.6. METHADONE AND ANTI-HIV DRUGS

Interactions between methadone and some HIV-related medications are known to

occur, yet their characteristics cannot reliably be predicted based on current understand-

ings of metabolic enzyme induction and inhibition, or through in vitro studies (55).
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Nevertheless, it has been shown that methadone elevates Zidovudine’s serum concentra-

tion, increasing the risk of side effects (56). In 17 study subjects using drugs for HIV

and stable methadone therapy, methadone reduced the AUC of didanosine by 63%,

suggesting larger doses of didanosine are required for these patients (57).

5.1.2.7. METHADONE AND ANTICONVULSANTS

Classic anticonvulsant drugs, such as phenytoin, carbamazepine, and phenobar-

bital, produce dramatic decreases in methadone levels, which may precipitate a with-

drawal syndrome; valproic acid and the new anticonvulsant drugs do not have these

effects (58,59).

5.1.3. Metabolism

Opioid interaction on drug metabolism that reported are mostly in vitro or in experi-

mental studies. The interactions may occur by induction or inhibition of drug metabolism.

5.1.3.1. MORPHINE AND ALCOHOL

The respiratory depressant effect of morphine is significantly increased by alco-

hol. The use of morphine in patients who are intoxicated with alcohol is especially

dangerous and even small doses can be fatal when there is a high concentration in the

blood (15). Loss of tolerance and concomitant use of alcohol and other CNS depres-

sants, particularly morphine and its derivatives, clearly play a major role in fatality.

However, age, gender, and other risk factors do not account for the strong age and

gender patterns observed among victims of overdose. There is evidence that systemic

diseases particularly pulmonary and hepatic disorders may be more prevalent in users

who are at greater risk of overdose. There is no effective role for opiate mediation in

ethanol intake as well as any ethanol sweet-fluid intake interactions (60). Both ethanol

and opioids are metabolized in part by the hepatic mixed enzyme oxidative system.

When both drugs are used together, slower disposal rates and possibly higher toxicity

may arise. Ethanol may affect some opiate receptors and possibly change the brain tis-

sue endogenous opiate peptide levels in some loci. Mixed alcohol and opiate abusers

did poorly in standard alcohol abstinence treatment compared to matched alcoholics

without opiate abuse histories (61).

5.1.3.2. MORPHINE AND RIFAMPIN

Rifampin significantly reduced the peak plasma morphine concentration and AUC

and the analgesic effect of morphine in 10 healthy volunteers on a double-blind pla-

cebo-controlled study. It has been found that rifampin was found to reduce morphine’s

analgesic effects, probably due to the induction of its metabolism (62).

5.1.3.3. MORPHINE AND CIMETIDINE

Respiratory depression, potentially fatal, occurred in patients receiving cimetidine

with morphine or opium and methadone (63). Decreased metabolism of morphine is

the probable mechanism.

5.1.3.4. METHADONE AND ANTIDEPRESSANTS

Important pharmacokinetic interactions may occur between methadone and anti-

depressant drugs. Desipramine plasma levels are increased by methadone. Furthermore,
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fluvoxamine (and fluoxetine to a less extent) may cause an important increase in serum

methadone concentrations (64). In patients unable to maintain effective methadone blood

level throughout the dosing interval, fluvoxamine can help increase the methadone

blood level and alleviate opiate withdrawal symptoms (65). The inhibition of differ-

ent clusters of the cytochrome P450 system is involved in these interactions.

5.1.3.5. CODEINE AND QUINIDINE

Patients who lack CYP2D6 or whose CYP2D6 is inhibited by quinidine will not

benefit from codeine (66). Quinidine-induced inhibition of codeine O-demethylation

is ethnically dependent with the reduction being greater in Caucasians (67).

5.1.3.6. METHADONE AND CIPROFLOXACIN

Recent reports suggest a significant drug interaction between ciprofloxacin and

methadone. Ciprofloxacin may inhibit cytochrome P450 3A4 up to 65%, thus elevat-

ing methadone levels significantly (68).

5.1.3.7. PROPOXYPHENE AND CARBAMAZEPINE

Since propoxyphene inhibits hepatic metabolism of carbamazepine, decreased

clearance of carbamazepine may result in its increased serum concentration and tox-

icity (69).

5.1.4. Elimination

5.1.4.1. MORPHINE AND ORAL CONTRACEPTIVES

Clearance of morphine is approximately doubled by the concurrent use of oral

contraceptives. The clearance of intravenous morphine (1 mg) was increased by 75%,

oral morphine (10 mg) by 120% in six young women taking an oral contraceptive (70).

This implies that the dosage of morphine will need to be virtually doubled to achieve

the same degree of analgesia. Urinary morphine concentration will then be greater in

patients taking oral contraceptives.

5.1.4.2. MEPERIDINE AND PHENYTOIN

Meperidine systemic clearance rose from 1017 ± 225 mL/min to 1280 ± 130 mL/

min during phenytoin dosing (p < 0.01) (71).

5.1.4.3. MORPHINE AND 5-FLUROURACIL

The plasma clearance rate of 5-fluoro uracil (5FU) in mice is significantly reduced

by concomitant use of morphine. The effects of morphine are due to reduced hepatic

elimination of 5FU rather than to a decrease in its renal excretion (72).

5.1.4.4. MORPHINE AND GENTAMICIN

Morphine administration significantly reduced the dose of infused gentamicin

needed to achieve the critical lethal plasma level (73).

5.1.4.5. METHADONE AND URINARY ACIDIFIERS

Several studies have shown that patients with a high clearance rate of methadone

also have a low urine pH (1–3). In a study, the administration of ammonium chloride

and sodium carbonate over 3 d each resulted in a mean methadone elimination half-
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life of 19.5 h, compared with 42.1 h following sodium carbonate (74). This is because

of increased methadone ionization and thus clearance.

5.1.4.6. FENTANYL (OR ALFENTANIL) AND PROPOFOL

Although clinically the hypnotic effect of propofol is enhanced by analgesic con-

centrations of µ-agonist opioids (e.g., fentanyl), the bispectral index does not show

this increased hypnotic effect (75). It was shown that haemodynamic changes induced

by propofol may have an important influence on the pharmacokinetics of alfentanil (76).

5.2. Pharmacodynamic Interaction

5.2.1. Sedative-Hypnotics-Antipsychotics

5.2.1.1. MORPHINE AND BARBITURATES

Secobarbital increases the respiratory depressant effects of morphine, whereas

diazepam appears not to interact in this way. In 30 normal subjects, it was found that

quinalbarbitone and morphine depressed ventilation when given alone. However, a

combination of quinalbarbitone and morphine resulted in a much greater and more

prolonged depression. Other respiratory depressant drugs such as narcotics, opiates,

and analgesics can also have additive effects (77). In one study, it was found that fen-

tanyl and alfentanil pretreatment have also reduced the dose of thiopental required for

anesthesia induction (78).

5.2.1.2. MORPHINE AND PHENOTHIAZINES

Phenothiazines potentiate the depressant effects of morphine on the CNS, partic-

ularly with respect to respiration. Also, the simultaneous administration of morphine

and phenothiazines can result in significant hypotension (15).

5.2.1.3. MORPHINE AND BENZODIAZEPINES

The depressant effects of morphine on respiration are significantly greater if the

patient is simultaneously taking benzodiazepines (15). Alprazolam mediated analgesic

effects, most probably via a µ opiate mechanism of action (79).

5.2.1.4. METHADONE AND PSYCHOACTIVE AGENTS

Psychoactive medication is frequently used in methadone maintenance treatment

programs (MMP) to treat comorbid mental disorders (depression, anxiety, schizophre-

nia) in opiate addicts. Thus, several pharmacological interactions are possible. This

problem becomes more relevant with the introduction of new CNS drugs like SSRI

(serotonin selective reuptake inhibitor), atypical antipsychotics, or new anticonvulsants.

For instance, sertaline increases the plasma methadone concentration significantly in

depressed patients on methadone (80). The most common interactions seen in prac-

tice are pharmacodynamic in nature, most often due to the cumulative effects of dif-

ferent drugs on the CNS (e.g., neuroleptics or benzodiazepine interactions). Several

lines of evidence suggest that benzodiazepines and methadone may have synergistic

interactions and that opiate sedation or respiratory depression could be increased.

This is a serious problem, given the widespread use of benzodiazepines among MMP

patients. Experimental but not clinical data support methadone and lithium interactions.
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Accordingly, caution is advised in the clinical use of methadone when other CNS drugs

are administered.

5.2.1.5. MEPERIDINE AND PHENOTHIAZINES

Although uncontrolled observations have supported concurrent administration

of these agents to minimize narcotic dosage and control nausea and vomiting, serious

side effects may outweigh the benefits. In a study, meperidine and chlorpromazine com-

pared to meperidine and placebo resulted in significantly increased lethargy and hypo-

tension (81).

5.2.2. CNS Stimulants

Dexamphetamine and methylphenidate increase the analgesic effects of morphine

and reduce some of its side effects such as respiratory depression and sedation. It seems

there would be advantages in using two drugs in combination. D-amphetamine potenti-

ates the effects of di-acetyl morphine (heroin). Opiate abusers use amphetamines to in-

crease the effects obtained from poor quality heroin (82).

5.2.3. Hallucinating Agents

5.2.3.1. OPIOIDS AND CANNABINOIDS

Cannabinoids and opioids share the same pharmacological properties and to a lesser

extent in drug reinforcement. Braida and coworkers demonstrated that cannabinoids

produce reward in conditioned place preference tests and interconnection of opioid

and cannabinoid systems (83). Functional interaction between opiate and cannabinoid

system exists at immune level that differs form the interaction present in the CNS (84).

SR141716A, a CB1 receptor antagonist, significantly reduced the intensity of nalox-

one-induced opiate withdrawal in tolerant rats. SR141716A could be of some interest

in ameliorating opiate withdrawal syndrome (85). Maternal exposure to delta-p tetra

hydro cannabinol (THC) has the potential effects of motivational properties in female

adult rats, as measured by an intravenous opiate self-administration paradigm (86).

5.2.3.2. OPIOIDS AND COCAINE

Enadolin, a selective and high efficacy � agonist, and butorphanol, a mixed ago-

nist with intermediate efficacy at both µ and � receptors, failed to modify cocaine self-

administration in humans (87).

5.2.3.3. NALOXONE AND LYSERGIC ACID DIETHYLAMINE (LSD)

Naloxone attenuated haloucigenic effects of LSD and may subserve the develop-

ment of tolerance to morphine-like drugs (88).

5.2.4. Endocrine Drugs

Thyrotropin-releasing hormone (TRH) and related compounds appear to (a) antag-

onize hypothermia, respiratory depression, locomotor depression, and catalepsy but

not the analgesia induced by opiates, (b) inhibit the development of tolerance to the

analgesic effects but not to the hypothermic effects of opiate, (c) inhibit the develop-

ment of physical dependence of opiates as evidenced by the inhibition of develop-

ment of certain withdrawal syndromes, and (d) suppress the abstinence syndrome in

opiate dependent rodents. TRH does not interact with the opiate receptors in the brain.
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Potential therapeutic application of TRH and its synthetic analogs can be used in counter-

acting some of the undesirable effects of opiates (89). Possible common mode of action

of adrenocorticotropic hormone (ACTH) interaction with opiate agonist and antago-

nists that are dependent on time of the day and stress intensity have been reviewed (90).

5.2.5. Muscle Relaxants

Patients recovering from relaxant anaesthesia are especially vulnerable to the

respiratory depressant effects of morphine. Respiratory acidosis, secondary to acute

hypercapnia, can result in reactivation of the long-acting relaxant on the completion

of anesthesia, resulting in further depression of respiration. The combination of muscle

relaxant and morphine could result in a rapidly progressing respiratory crisis (15). Mor-

phine and GABAB agonists (e.g., baclofen) shared the same mechanism of action and thus

in combination with morphine tend to induce higher analgesic response in mice (91).

5.2.6. Adrenergic Drugs

Agmatin (an endogenous polyamine metabolite formed by the carboxylation of

L-arginine) potentiates antinociception of morphine via an alpha2 adrenergic receptor-

mediated mechanism. This combination may be an effective therapeutic strategy for

the medical treatment of pain (92). Yohimbine (an alpha2 antagonist) tends to limit

opiate antinociception and the additive potential of µ and delta opioid agonists (93).

Clonidine (4 and 10 µg/kg) in cats had a differential degree of inhibition in the

order of analgesia, much greater than hypotension, greater than bradycardia. Naloxone

(0.4 and 1.0 mg/kg) failed essentially to antagonize these effects, suggesting the lack

of involvement of the opiate receptors of endogenous opioids in these processes. Fur-

thermore, pain suppression of clonidine appeared to be independent of vasodepression

and cardio inhibition (94). Clonidine did not affect the pain when administered with

iv placebo. When administered with pentazocine, clonidine caused a statistically signif-

icant increase in pentazocine analgesia (95). Clonidine induced dose- and time-depen-

dent suprasensitivity to norepinephrine, similar to that produced by morphine. Thus,

clonidine and morphine possess comparable properties on the antagonism of chronic

morphine tolerance; and this maybe the therapeutic basis for clonidine’s clinical appli-

cation in the treatment of opiate addicts (96).

5.2.7. Heroin and Alcohol

There have been numerous reports of the enhancement of acute toxicity and fatal

outcome of overdose of heroin by ethanol. Losses of tolerance and concomitant use of

alcohol and other CNS depressants clearly play a major role in fatality; however, such

risk factors do not account for the strong age and gender patterns observed consistently

among victims of overdose. There is evidence that systemic disease may be more preva-

lent in users at greatest risk of overdose. It is suggested that pulmonary and hepatic dys-

function resulting from such disease may increase susceptibility to both fatal and nonfatal

overdose (97). In one study, at all ranges of free-morphine concentrations, there was a

greater percentage of heroin deaths when ethanol was present (98). Toxicological evi-

dence of infrequent heroin use was more common in decedents with blood ethanol con-

centration greater than 1 µg/mL than in those with lower concentrations (99).
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5.2.8. Genotoxic Damage and Immunosuppression

Opiate addicts have higher chromosome damage and sister chromatid exchange

frequencies. Opiates diminish DNA repair and reduce immunoresponsivness as mea-

sured by T-cell E-rosetting and other assays. These interactions of opiates with T lym-

phocytes may regulate metabolism and could thereby be responsible for the sensitivity

of cells from opiate addicts to both genotoxic damage and immunological effects (100).

More drug interactions of some opioids are presented in Table 4.

6. POSTMORTEM EXAMINATIONS

The diagnosis of death due to opiates or opioids is based on the following:

1. Examination of the scene where the body is found.

2. Investigation of the circumstances.

3. History obtained from friends and relations.

4. Autopsy examination.

5. Toxicological evidence.

Before attributing death due to narcotism purely on the basis of circumstantial

evidence, it is essential to exclude other natural or unnatural causes of death such as

Table 4
Drug Interactions of Some Opioids

Object Precipitant
Drug(s) Drug(s) Interaction Ref.

Morphine MAO Inhibitors Increased effects of Morphine; anxiety, 15

confusion, respiratory depression, coma

Morphine, Quinidine Increased toxicity of opiates 104,105

Loperamide

Morphine, Hexoses Reduction in potency ratio of objects drugs 106

Methadone

Morphine Fluoxetine Fluoxetine attenuated morphine analgesia 107

but not pentazocine

Narcotics Maternal Fatal intrauterine growth retardation 108

tobacco smoking

Morphine Ginseng Ginseng inhibited the analgesic activity, 109

tolerance to and dependence on morphine

Buprenorphine Naloxone Low abuse potential; opiate withdrawal 110,111

symptoms

Morphine, Buprenorphine Buprenorphine significantly reduced both 112

Cocaine opiate and cocaine abuse

Yohimbine Naltrexone Altered sensitivity to yohimbine 113

Pentazocine Amitriptyline respiratory depression may be increased 114

by their concomitant use

Codeine Glutethimide Specific concentrations of each drug in most 115

cases were in the high therapeutic range,

suggesting a possible toxic synergistic effect

Meperidine Isoniazid Isoniazid inhibits monoamine oxidase causing 116

hypotensive episode or CNS depression
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spontaneous intracranial hemorrhage, occult subdural hemorrhage, or evidence of non-

narcotic drugs.

6.1. Postmortem Appearances

The appearances could be divided into external and internal:

1. External: the smell of opium may be present. The face is deeply cyanosed, almost

black. The fingernails are blue. The veins are engorged and distended in the neck. The

postmortem lividity is intense, almost black, and is better seen in a fair-skinned body.

The pupils may be contracted or dilated. There is froth at the mouth and nose, but

neither so fine nor as copious as in drowning.

2. Internal: the stomach may show the presence of small, soft, brownish lumps of opium

and the smell of drug may be perceived. It disappears with the onset of putrefaction.

The internal organs, especially the trachea, bronchi, lungs, and brain, exhibit a marked

degree of venous congestion. In addition, the trachea and bronchi are covered with

froth and the lungs are edematous. The blood is usually dark and fluid.

Associated with edema of the lungs, the intense lividity of the face almost approaching

to blackness should make one suspicious of opium poisoning as the cause of death. Such

intense lividity is seldom seen in any other condition (101).

At autopsy of an individual who has died of an overdose of heroin, the lungs are

heavy and show congestion, though the classic pulmonary edema mentioned in some

of the other textbooks is not always present. Microscopic examination of the lungs

commonly reveals foreign-body granulomas with talc crystals and cotton fibers. Sam-

ples of the venous blood, urine, stomach and contents, liver, and in some circum-

stances, additional samples such as bile, cerebrospinal fluid and vitreous humor, kidney,

and brain, may be taken. When the drug has been injected, an ellipse of skin around the

injection mark extending down through the subcutaneous tissue to the muscle should

be excised, along with control area of skin from another noninjected site (102).

6.2. Toxicological Analyses

Various analytical methods for the estimation of morphine and its derivatives

have been reported. The most reliable methods are gas chromatography–mass spec-

trometry and radioimmunoassay. Blood and urine as well as the other samples such as

gastric contents and the organ tissue extracts may be analyzed. In order to identify a

certain opiate or opioid, a highly specific method should be used to determine the

parent drug as well as the metabolites. For instance, if both morphine and monoace-

tylmorphine are detected in the blood, then, the individual took heroin.

Plasma concentrations of some opiates such as methadone correlated well with

the intake doses. Plasma methadone concentration appears to increase by 263 ng/mL

for every mg of methadone consumed per kilogram of body weight (103).

6.3. Interpretation of the Results

Interpretation of the results of toxicological analyses is very important in both

clinical and forensic toxicology. History of drug use and abuse, overdose, and clinical

and postmortem findings should be considered for the evaluation and interpretation of

the results.
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As with all deaths from toxic substances, the interpretation of analytical results

may present considerable difficulties. There might be a long delay between the intake

of a drug and death, during which time the blood, urine, and even tissue levels may

decline, or even disappear. Many drugs break down rapidly in the body and their metab-

olites may be the only recognizable products of their administration. In some cases,

data on lethal blood levels may be imperfectly known and great variations in personal

susceptibility may make the range of concentrations found in a series of deaths so

wide as to be rather unhelpful.

If a person dies rapidly after the first episode of taking a normal dose of a drug,

because of some ill-understood personal idiosyncrasy, the quantitative analysis may

not assist.

Where habituation and tolerance has developed, drug users may have concentra-

tions in their body fluids and tissues far higher than lethal levels published for non-

dependence. In general, the great usefulness of toxicological analysis is both qualitative

and quantitative. The qualitative tests will show what drugs have been taken in the

recent past; the length of time that drugs or their metabolites persist in different fluids

and tissues varies widely.

The quantitative analysis can be useful, especially when the results reveal high

levels—into the toxic or lethal ranges. These ranges are usually obtained anecdotally

from surveys of large number of deaths but, as stated, can differ in terms of minimum

and maximum values from different laboratories. Interaction of other drugs and alco-

hol or both, delayed death, and abnormal sensitivity are other problems that should be

considered. Thus, the analysis is not the final arbiter of the cause of death, although it

is a highly important component of the whole range of investigations (102).
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1. INTRODUCTION

Depression is a disorder consisting, in varying degrees, of low mood, pessimism,

lethargy, and loss of interest in former pleasures. Treatment of this disability frequently

involves the use of drugs such as monoamine oxidase inhibitors (MAOIs), tricyclic anti-

depressants (TCAs), and, more recently, selective serotonin reuptake inhibitors (SSRIs).

These drugs have multiple pharmacological and toxicological properties and are capa-

ble of producing severe effects independent of the antidepressant response.

In recent years the SSRIs have become a frequent choice in the pharmacological

management of depressive illness because of the comparative infrequency and mildness

of side effects during their use. For many years, the TCAs were the drugs of common

choice, along with the MAOIs, in treatment of depressive illness and have long estab-

lished their clinical efficacy, and a population does exist among well-managed, long-

term patients or individuals unresponsive to other drugs for whom the TCAs or MAOIs

remain the drugs of choice. Practitioners may also prefer these substances because of

familiarity with their use and pharmacological actions (1–3). The MAOIs and TCAs

remain in use for treatment of refractive patients and the TCAs, in particular, remain

frequent visitors to the toxicology laboratory.

This chapter will focus on the toxicological properties of the MAOIs and the TCAs.

SSRIs are discussed only to the extent of their effects on the metabolism of the TCAs

and their involvement in the “serotonin syndrome” associated with their combined

administration with the MAOIs or certain of the TCAs. A more detailed discussion of

the toxicological properties and drug interactions of the SSRIs is presented in an accom-

panying chapter.
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2. MONOAMINE OXIDASE INHIBITORS

MAOI drugs evolved from the observation that patients treated with the antituberc-

ular substance, iproniazid, often experienced elevated moods. Although the occurrence

of hepatotoxicity reduced the clinical application of iproniazid, other MAOIs such as

tranylcypromine (2-phenylcyclopropylamine, Parnate) and phenelzine (2-phenylethyl-

hydrazine, Nardil), and more recently moclobemide are not hepatotoxic and have been

widely applied in the treatment of depressive illness. In general, the MAOIs were seen

to be less hazardous than the TCAs, particularly in patients with suicidal ideation.

As their name implies, the MAOIs reduce the activity of monoamine oxidase

enzymes A and B, which degrade monoamine substrates such as dopamine, noradren-

alin, and serotonin. Reduced degradation of monoamines after treatment with an MAOI

is thought to increase the amount of available transmitter and thereby alter mood. In addi-

tion, tranylcypromine and phenelzine have been shown to increase transmitter release

and to inhibit reuptake (4)

Deaths as a result of acute overdose with an MAOI are uncommon and amounts

in blood in these instances are generally very much higher than the normal clinical

range (5–7). The more commonly observed toxicological dangers associated with the

MAOIs are, in many respects, extensions of the mechanism by which they produce

their antidepressant effect. The two forms of MAO are distributed unequally throughout

the tissues of the body. MAO-A is more prevalent in the central nervous system (CNS)

and inhibition of this enzyme has been associated with the antidepressant response.

MAO-B, on the other hand, is not associated with the antidepressant response and is

more common in hepatic and intestinal tissue where it serves as a barrier to dietary sym-

pathomimetic amines, such as tyramine, phenylethylamine, and tryptamine. On entry

into the body, these simple amines promote release of noradrenalin in the peripheral

nervous system and are capable of causing severe hypertensive crisis. Deactivation of

intestinal and hepatic MAO-B enzymes effectively eliminates the barrier to these amines

and places the patient at risk.

Food interactions with the nonselective MAOI are therefore common and life threat-

ening and patients treated with MAOI drugs, such as tranylcypromine or phenelzine,

must avoid amine-rich foods, such as chocolate, red wines, lager beers, and fermented

cheeses and soy products (8,9).

Modern MAOI drugs have been developed to take advantage of the different

distributions and substrate specificities of the MAO enzymes. Moclobemide is one

example of an effective antidepressant that is highly selective toward MAO-A enzymes

and, because of this selectivity, differs very significantly in its toxicological profile from

the nonselective inhibitors (10–12). Therefore, due to inhibition of intestinal and hepa-

tic MAO-B enzymes, nonselective inhibitors such as tranylcypromine and phenelzine

increase the pressor response to oral tyramine more than do selective MAO-A inhibi-

tors (13). Moclobemide is also considered reversible and regeneration of MAO-A activ-

ity occurs within days after withdrawal, in comparison to the several weeks required after

tranylcypromine or phenelzine. Selective MAO-A inhibitors, like moclobemide, are

therefore felt to be less prone to enhancement of the pressor response to sympathomime-

tic amines found in food. These comparisons also illustrate the fact that MAO inhibition
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by the traditional, nonselective MAOI is long term and dietary restrictions can apply for

weeks after stopping the medication. Clinicians and patients need to be aware of the

serious interactions that can occur during the interval between discontinuance of the

drug and the return of MAO activity.

Interactions have also been reported with other amines, such as ephedrine. This

amine is not a substrate for MAO enzymes and both moclobemide and nonselective inhib-

itors will enhance its pressor response (14). In another instance (15), 24 h after discon-

tinuing phenelzine, a patient ingested a tablet containing ephedrine, caffeine, and theo-

phylline. Eight hours later, she developed encephalopathy, neuromuscular irritability,

hypotension, sinus tachycardia, rhabdomylosis and hyperthermia.

Combinations of MAOI, TCA, and/or SSRI have been employed in treatment of

unresponsive depressed patients (16–18). In most instances combined treatment is

uneventful and very often is successful. However, combinations of an MAOI with an

SSRI, or with a TCA having serotonin reuptake blocking activity, may result in a “sero-

tonin syndrome” with a severe or fatal outcome (19–23). Features of this syndrome

might not develop until 6–12 h after overdose and include hyperpyrexia, disseminated

intravascular coagulation, convulsions, coma, and muscle rigidity (19). It bears reem-

phasis that the critical issue of this interaction is that it occurs between agents that act

in concert to increase the amount of free serotonin. Therefore, because of the potential

for severe toxicity, patients must follow a well-defined dosing regimen, be carefully

monitored, and be informed of the immediate need for medical intervention should side

effects occur. The serotonin syndrome has been observed subsequent to combined expo-

sures to an MAOI plus a neuroleptic (24), an SSRI (25,26), or a TCA (27,28).

Concurrent administration of MAOIs and narcotic analgesics has also been a cause

of concern (21). This phenomenon has been reviewed by Stack et al. (29) and Browne

et al. (30), who concluded that the most frequent and most serious interaction was

between a nonselective, irreversible MAOI, such as phenelzine and meperidine. They

also noted that the interaction with meperidine is of two distinct forms, excitatory and

depressive. Meperidine has been demonstrated to inhibit the neuronal reuptake of sero-

tonin and, like the SSRIs, can provoke an excitatory serotonin syndrome response when

coadministered with an MAOI. Meperidine is the only commonly used narcotic anal-

gesic reported to have elicited this excitatory response, which occurs in approximately

20% of patients treated with this drug combination.

There is evidence also that MAO-A and MAO-B must both be inhibited to increase

meperidine toxicity (31) although a serotonin syndrome–like response has been observed

on a single occasion between meperidine and the selective MAO-A inhibitor moclobe-

mide (32).

Serotonin syndrome has not been reported with any opiate, other than meperidine,

when used in combination with an MAOI and a number of successful strategies have

been developed for administration of anesthetics or analgesics without interrupting

antidepressant therapy (33–38).

The depressive form of the MAOI/narcotic analgesic interaction is characterized

by respiratory depression, hypotension, and coma, and reflects accumulation of free

narcotic due to inhibition of liver enzymes by the MAOI (29,30). This latter interaction

can occur with any analgesic and results in symptoms characteristic of analgesic over-
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dose. If recognized beforehand the interaction can be avoided by adjustment of the

narcotic analgesic dosage. A similar interaction with the MAOI has been reported with

dextromethorphan, which, like meperidine, also blocks reuptake of serotonin (39).

Analogies can also be drawn between the MAOI and the antitubercular agent,

isoniazid. The use of isoniazid has increased recently largely as a result of treatment

of human immunodeficiency virus infections. Interactions between isoniazid and the

TCA drugs have in the past been attributed to the weak MAO-inhibiting properties of

isoniazid (40,41). More recently, evidence suggests that, at clinically relevant concen-

trations, isoniazid inhibits the enzymes critically involved in metabolism of the TCA

(42,43). Inhibition of TCA metabolism, and accumulation of the TCA, might therefore

contribute to the interactions observed between isoniazid and a TCA.

3. TRICYCLIC ANTIDEPRESSANTS

The term tricyclic antidepressant (TCA) refers to a group of medicinal substances

useful in treatment of depression and bearing a common structure relationship to a

tricyclic, dibenzocycloheptane ring system. The most prominent members of the group

are amitriptyline, imipramine, doxepin, dothiepin, and clomipramine. Their chemical

structures are shown in Fig. 1.

Even with the dramatically increased clinical use of less toxic SSRIs, the TCAs

remain a drug class frequently encountered in emergency rooms and postmortem toxi-

cology (44,45). Clinical evidence suggests that suicidal ideation is not uncommon dur-

ing a depressive illness (46–48) and that acting upon such impulses might lead to use

of any available drug for improper, dangerous purposes. Suicidal ideation contributes

but is not the sole explanation for the high incidence of TCA encounters in emergency

wards or forensic laboratories. The TCA drugs, as a class, are characterized by a combi-

nation of low therapeutic indices (49) and less than ideal pharmacokinetic properties.

Tissue concentrations at intoxication may be only low multiples of the therapeutic level.

Also, since their primary route of elimination involves metabolic conversion to more

easily eliminated, water-soluble molecules, introduction of any other substance that

reduces the capacity for metabolic transformation might also promote accumulation

of dangerously high levels of the TCAs. Recent surveys conducted around the world

suggest that approximately 5–10% of fatal intoxications involve antidepressants, with

TCAs accounting for near 80% of that number (48,50–59).

The TCAs exhibit two main pharmacological properties: they alter the reuptake

and deactivation of neurotransmitters released during neurotransmission and they are

competitive antagonists at muscarinic acetylcholine receptors. It is believed that the

antidepressant effects of the TCAs are related to effects on amine reuptake within the

CNS. Symptoms such as sedation, blurred vision, dry mouth, and urinary retention appear

to be related to the antimuscarinic actions. Hypotension after the TCA is also closely

related to antimuscarinic properties and changes in cardiac output and also to alpha-

adrenergic antagonism.

Intoxication with the TCAs is therefore manifest by hypotension, cardiac arrhyth-

mias, and/or CNS symptoms such as seizures (45,60). In a group of 64 patients, treated

for TCA overdose, 22 (34%) had systolic blood pressure less than 95 mm Hg on first

presentation (45). The authors observed a relationship among the presentations of hypo-
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tension, cardiac arrhythmias, and pulmonary edema. Seizures were independent of these

signs. Other studies also indicate that CNS symptoms can occur as the sole manifesta-

tion of TCA overdose (61). In a small number of cases, involvement of other organs has

also been observed (62).

Notably, and of very great toxicological significance, the TCAs, through antimus-

carinic mechanisms, lower the threshold for ventricular fibrillation and predispose to

sudden death (63). Electrocardiographic monitoring therefore plays a major role in diag-

nosis of TCA overdose (64,65).

Regardless of presentation, overdose with the TCAs represents a serious medical

crisis and even under intensive-care conditions 2–3% of patients die. The seriousness

of TCA overdose is further magnified by the fact that the majority of self-poisonings

occur while alone and at home, without the benefit of supportive intervention (59,66).

In this section we will discuss the common TCA drugs and review the chemical

features important to their pharmacological properties. A major portion of the discus-

sion will deal with the metabolism of the TCAs and the drug interactions that can con-

tribute to accumulation of a TCA and the occurrence of TCA intoxication.

Fig. 1. Chemical structures of common tricylic antidepressants and two related drugs.
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3.1. Chemistry and Pharmacology of the TCAs

The chemical structures of five common TCAs, plus cyclobenzaprine and carba-

mazepine, have been indicated in Fig. 1. These later compounds are shown to emphasis

the structural features of the TCAs that are important to retention of the major pharma-

cological properties of the drug class.

The TCAs are chemically based on a dibenzocycloheptane ring system with a

three-carbon chain separating the methylene bridgehead carbon (C-5) from a mono-

or dimethyl-amino group (Fig. 1). Amitriptyline and imipramine are the most intensely

studied of the TCA group and represent the parent molecules on which the remainder

is based. Chemically, imipramine differs from amitriptyline only by replacement of

the C-5 exocyclic double bond by a nitrogen atom. Antidepressant and anticholinergic

activities are retained after insertion of oxygen or sulfur heteroatoms at C-10 of the

ethylene bridge (cf. amitriptyline, doxepin, and dothiepin) or substitution of halogen

at C-3 on the aromatic ring (cf. imipramine and clomipramine).

It is also important to note that the C-5 double bond in amitriptyline introduces a

plane of symmetry that passes through C-5 and the C-10, C-11 bond of the molecule.

Analogs or metabolites of amitriptyline can therefore be separated into isomers, dif-

fering only by introduction of substituents into the half of the molecule on the same

(cis or Z) or opposite side of the double bond (trans or E) as the ethylamino aliphatic

chain. This type of isomerism exists with amitriptyline, doxepin, and dothiepin but is

absent for imipramine and clomipramine because of the ready inversion of the bridge-

head nitrogen atom.

Metabolic studies in rats and humans have demonstrated that this form of E/Z

geometric isomerism is important to the clinical and metabolic properties of the TCAs.

Doxepin, for example, is marketed as an irrational 85:15, E:Z mixture and the less

active E-isomer of N-desmethyldoxepin is metabolized more quickly than Z-N-des-

methyldoxepin (67,68).

Other changes in the dibenzocycloheptane ring system can dramatically alter the

pharmacological properties of a TCA analog. Useful antidepressant activity is lost after

dehydrogenation of the two-carbon ethylene bridge (C-10, C-11) and cyclobenzaprine

is employed clinically as a centrally acting muscle relaxant. Some conflict as to the

overdose risk of cyclobenzaprine is present in the literature. Some data suggest that

cyclobenzaprine is an overdose risk in its own right (69,70). However, in a 5-yr multi-

center study of over 400 cyclobenzaprine overdoses, no deaths occurred. Arrhythmias

were infrequent and cyclobenzaprine did not appear to be life threatening after doses up

to 1 g (71). Finally, carbamazepine differing by C-10, C-11 unsaturation, plus modifi-

cation of the side chain at C-5, lacks both antidepressant and anticholinergic actions.

Levels of carbamazepine required in blood for expression of toxic signs are severalfold

higher than those of either the TCA or cyclobenzaprine (69).

3.2. Metabolism of the TCAs

The TCAs are extensively metabolized and less than 1% of an administered dose

of any of the five model TCAs is recovered in the urine as unchanged drug (72–76). In

addition, it is a long-standing general observation that, during TCA therapy, responses

vary considerably between patients treated with similar dosages. Although differences
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in clinical response may reflect the psychological characteristics of individual effec-

tive disorders, differing abilities among individuals to maintain clinically effective

concentrations in plasma, has also been realized as an important contributor toward

overall clinical outcome (77).

The extensive metabolism of the TCAs, their narrow therapeutic index, and the

tendency for high interpatient response variability make the TCAs ideal candidates for

plasma drug monitoring. The rationale in support of drug monitoring has been summar-

ized for clomipramine (78). Clinical evidence suggests that, during treatment with ami-

triptyline, efficacy is greatest when combined levels in serum of amitriptyline and its

N-desmethyl metabolite, nortriptyline, are in a range between approximately 100 and

200 ng/mL (79,80). Other studies suggest levels of imipramine in blood greater than a

threshold level near 180 ng/mL (81) or in a range of 200–300 ng/mL were consistent

with a good clinical response (82,83). In comparison, combined levels of parent TCAs

plus their major active metabolites greater than 500 ng/mL have been associated with

clinical signs of overdose and toxicity (45,84) and combined levels near 1000 ng/mL

have been associated with severe toxicity (85–88). This suggests only a three- to four-

fold difference between therapeutic and toxic amounts in blood.

A review of the literature suggests that genetic variations between individuals can

determine abilities to metabolize the TCA and that inhibition of metabolism by some

coadministered drugs, can cause the amounts of active antidepressant in blood to vary

beyond the concentration range associated with the clinical antidepressant response.

Figure 2 illustrates the common metabolic transformations undergone by ami-

triptyline. Similar reactions are observed with each of the other TCAs (69). As a group,

the TCA undergo hydroxylation reactions and N-demethylation to the mono-N-des-

methyl homologues (Fig. 2). These demethylated homologues accumulate in plasma

and tissues and retain the pharmacological properties of the parent drug. They are felt

to contribute to the overall clinical and toxicological response to the TCAs. In fact,

the mono-N-demethylated metabolites of amitriptyline and imipramine, nortriptyline

and desipramine respectively, are marketed in their own right as antidepressant drugs

(70) and are toxic at levels in blood similar to their N,N-dimethyl- homologs (69).

Hydroxylation (Fig. 2) followed by conjugation represents the principal metabolic

route for elimination of the TCAs. In addition, the 2- and 10-hydroxy metabolites of

the TCAs, and of their N-demethylated homologues, appear able to contribute to the

pharmacological and potentially to the toxicological properties of the TCA. For exam-

ple, clinical observations suggest the presence of an antidepressant response among

patients treated with E-10-hydroxynortriptyline (89) and a superior clinical outcome

was measured in patients favoring higher plasma levels of amitriptyline and Z-10-

hydroxymetabolites in comparison to patients favoring formation of nortriptyline and

E-10-hydroxy metabolites (90).

The potential role played by hydroxylated metabolites in the cardiac toxicity of

the TCA has also been studied after administration of the authentic compounds to ani-

mals. In these experiments 2-hydroxyimipramine produced a significantly greater inci-

dence of life-threatening arrhythmias than did its parent, imipramine (91). In comparison,

E-10-hydroxynortriptyline produced fewer cardiac arrhythmias than did nortriptyline

or Z-10-hydroxynortriptyline (92). However, even though the hydroxylated metabo-

lites of the TCA do appear to possess toxicological properties, they also undergo conju-
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gation reactions and are eliminated from the body more rapidly than the nonhydroxy-

lated TCA (93). No evidence for accumulation of hydroxylated metabolites into blood

or tissue has been reported and their overall contribution to toxicity may be minor.

In contrast to the hydroxylated metabolites, the N-demethylated metabolites do

accumulate into blood and tissue and have biological half-lives and pharmacological

properties similar to their precursor TCAs. These differences from the hydroxylated

metabolites has resulted in extensive research to determine the genetic variations among

patients and drug interactions that reduce the rate of hydroxylation and, as a result,

increase the levels and persistence of the TCAs and their N-desmethyl-metabolites.

3.3. Genetic Polymorphism and Metabolism of the TCA

In the middle 1980s Mellstrom et al. (94) demonstrated a relationship between

debrisoquin hydroxylation and amitriptyline/nortriptyline metabolism. This cytochrome

P450 enzyme has since come to be known as CYP2D6 and has been confirmed as a

common mediator of TCA hydroxylation (95,96). In addition, individuals less capa-

ble of CYP2D6-catalyzed metabolism have been shown to be more susceptible to TCA

Fig. 2. Major metabolic transformations of common tricyclic antidepressants (AMI = ami-
triptyline, 2-OHAMI = 2-hydroxyamitriptyline, 10-OHAMI = 10-hydroxyamitriptyline,
Nort = nortrityline, 2-OHNORT = 2-hydroxynortiptyline, 10-OHNORT = 10-hydroxynor-
tiptyline).
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overdose and toxicity (97,98). This unambiguous demonstration of the involvement

of a CYP450 enzyme in the metabolism of the TCAs sparked an understanding of the

potential for drug interactions and the influence of genetic differences on the responses

to the TCAs.

Since the observation that a relationship existed in human subjects between debri-

soquin hydroxylation and TCA metabolism (94), at least five CYP450 enzymes have

been demonstrated to participate, in varying degrees, to the N-demethylation and 2- or

10-hydroxylation of the TCAs. These CYP450 enzymes are CYP1A2, CYP2C9, CYP2C19,

CYP2D6, and CYP3A4 (99–107). However, because of different affinities toward the

TCAs, or differing degrees of expression, not all of these enzymes are significantly

involved in TCA metabolism at clinically relevant TCA concentrations. In vitro stud-

ies have confirmed that the enzymes involved in TCA metabolism differ between low

and high concentrations of the TCAs.

Ghahramani et al. (100) studied amitriptyline N-demethylation in human liver

microsomes and heterologously expressed human enzymes over a concentration range

from 1 to 500 µM (250 to 12,500 ng/mL) and showed that N-demethylation of ami-

triptyline involved CYP3A4, CYP2C9, and CYP2D6. However, when experiments

were conducted at a more clinically significant level of imipramine, near 500 ng/mL,

CYP2C19 was shown to have major involvement in N-demethylation. CYP2D6, with

a minor contribution from CYP2C19, was the major catalyst of 2-hydroxylation (101).

In combination these studies (99–108) have contributed to an interpretation that

although at least five CYP450 enzymes contribute to metabolism of the TCAs over a

broad range of concentrations, CYP2D6 and CYP2C19 are of predominant importance

at clinically relevant concentrations.

Genetically-determined differences in the distribution of CYP2C19 and CYP2D6

also play important roles in determining the ability of individuals to metabolize the

TCAs, and ultimately their susceptibility to accumulation of toxic concentrations of the

TCAs.

 Polymorphic distribution of CYP2D6 was first demonstrated approximately 20 yr

ago (109,110). Currently, close to 50 CYP2D6 alleles are known, but fewer than 10

exceed the 1% frequency requirement (111) to be considered significant. Several of

these alleles encode for functionally defective CYP2D6 enzymes with reduced, or with-

out metabolic capability. Depending on genetic complement, an individual may be an

extensive (EM), intermediate (IM) or a poor metabolizer (PM). In addition, the CYP2D6

gene may be duplicated, or multiduplicated, resulting in ultrafast metabolizers (UM)

(112,113). That is, although most individuals metabolize CYP2D6 substrates at rates

expected of the normal population (EM plus IM), some individuals are unable to metab-

olize (PM) whereas others are extraordinarily capable (UM). For example, in a group of

unrelated German volunteers, Sachse et al. (114) reported three main alleles, CYP2D6*1

(EM), CYP2D6*2 (IM), and CYP2D6*4 (PM). Frequencies of these alleles were 0.36,

0.32, and 0.21, respectively. Approximately 7% of the population were in the PM geno-

type, whereas 0.5% had multiple copies of the CYP2D6*1 allele (UM).

As one might expect of a genetically determined polymorphism, PM frequency

follows strong ethnic lines (115–117). This distribution can be seen with the CYP2D6

PM phenotype. Whereas 5.5% of Dutch volunteers were PMs (118) only 1–2% of sub-

jects tested in Turkey and East and South Africa were of the PM phenotype (119,120).
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Less than 1% of a group of 216 black Tanzanians were PM but fully 9% exhibited

allele duplication consistent with UM status (121). Asian populations also have a low

CYP2D6 PM frequency but, because of a high incidence of defective alleles of inter-

mediate efficiency, the CYP2D6 metabolic capability of the Asian EM phenotype is

somewhat lower than in other parts of the world.

These various observations suggest a Northern European bias toward the CYP2D6

PM phenotype and this bias has been observed to influence the metabolism of TCA

drugs in patients. For example, 8% of a group of Swedish Caucasians were found to

have reduced abilities to hydroxylate the CYP2D6 probe, debrisoquin, and also to 2-

hydroxylate desipramine (122). In the Danish population the PM frequency is also

about 7% and in one reported instance a Danish woman, of the PM phenotype, devel-

oped toxic serum levels after successive treatments with 100 mg/d of nortriptyline.

After adjusting the dosage to 25 mg/d the woman’s depression disappeared without any

side effects of note (97).

At therapeutically relevant concentrations, N-demethylation of the tertiary amine

TCA is catalyzed by CYP2C19 (101,123,124). As is the case with CYP2D6, there is a

marked interethnic difference in the incidence of the PM phenotype. Approximately

3–6% of Caucasians and 13–23% of Asians are slow metabolizers (125,126).

The effects of CYP2D6 and CYP2C19 phenotype on TCA metabolism have been

examined in several clinical studies. These studies often involve Chinese or Japanese

subjects because of the higher frequency of the CYP2D6*10 allele and, of the CYP2C19

PM phenotype in general, among the Asian population. The CP2D6*10 (IM) allele

occurs in approximately 34% of the Asian population. This allele encodes for an enzyme

with reduced metabolic activity but is included in the EM phenotype and contributes

to the general lowering of rate of derisoquin hydroxylation observed in the Asian EM

phenotype. In one study the pharmacokinetics of nortriptyline and 10-hydroxynortrip-

tyline were compared among subjects homozygous for CYP2D6*1, homozygous for

CYP2D6*10, or heterozygous for these two alleles (CYP2D6*1*10) (127). The study

showed that the CYP2D6*10*10 subjects had impaired metabolism of nortriptyline,

the plasma half-life of nortriptyline was prolonged, and the area under the plasma con-

centration time curve was greater in this group than in either of the other two groups.

Two additional studies have examined the impact of CYP2D6 genotype on nortripty-

line and desipramine metabolism (128,129). These again showed that the rate of hydroxy-

lation was reduced in subjects with either one or two defective alleles and that, in subjects

with two defective CYP2D6 alleles, amounts of nortriptyline or desipramine in blood

were more than twofold greater than in individuals in the EM phenotype.

Examination of the effects of CYP2C19 PM status on the metabolism of the TCAs

are less common. However, in three studies subjects homozygous for defective CYP2C19

alleles again had approximately double the plasma concentrations of imipramine or

clomipramine as did the members of the homozygous EM phenotype (122–124).

3.4. Drug Interactions with Metabolism of the TCA

Patient phenotype has been seen to play an important role in determining the phar-

macokinetic impact of interactions between the TCAs and drugs interfering with CYP450-

catalyzed metabolism. For example, in 1992, Crewe et al. (130) reported that several of
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the SSRI antidepressant drugs inhibited CYP2D6-catalyzed metabolism. They observed

that paroxetine had the greatest inhibitory effect and fluvoxamine, the least. Fluoxetine

and sertraline had intermediate activities. They also observed that, whereas the N-des-

methyl- metabolite of fluoxetine was a potent inhibitor, metabolites of paroxetine caused

negligible inhibition. In general, this rank order of CYP2D6-inhibitor activity has stood

the test of time and reexamination (108,131). However, because the N-desmethylated

metabolite of fluoxetine is more persistent in blood and tissues and is a potent inhibitor

of CYP2D6 in its own right, inhibition of TCA hydroxylation in clinical settings may

be more significant after fluoxetine than after any of the other SSRIs.

In human patients, treated with amitriptyline (50 mg/d) and fluoxetine (20 mg/d)

for long durations, the steady-state concentration of amitriptyline in blood was increased

approximately twofold, and that of nortryptyline ninefold, relative to patients treated

only with amitriptyline (132). In comparison, paroxetine, 20 mg/d for 2 wk, increased

amitriptyline and imipramine by approximately 50% and doubled the concentrations

at steady state of nortryptyline and desipramine (133). Some of the apparent differ-

ence between these inhibitors might be due to the fact that patients were treated with

fluoxetine/TCA combinations for longer periods than were the paroxetine/TCA group.

Such being the case, the clinical observations suggest inhibitory effects due to fluoxetine

or paroxetine and that the effects of metabolic inhibition on the concentrations of the

TCA in blood may increase in a manner related to the duration of combined exposure.

In both experiments, also, the effect of the inhibitor was approximately four times greater

toward the accumulation of desmethylated metabolites than toward accumulation of

the parent TCA. This difference is consistent with an interaction at the level of CYP2D6,

which catalyzes the second, and apparently rate-determining, hydroxylation step of TCA

metabolism.

The effects of the SSRIs on the pharmacokinetics of the demethylated TCA, desi-

pramine and nortriptyline, have also been examined in clinical settings. These experi-

ments very clearly confirm the rank order of the SSRI interactions with the TCAs.

For example, fluoxetine (20 mg/d) or sertraline (50 mg/d) were coadministered with

desipramine (50 mg/d) (134). After 3 wk of combined treatment, fluoxetine increased

the Cmax levels of desipramine and area under the plasma concentration vs time curve

(AUC0-24) by 400 and 480%, respectively. In this same experiment, sertraline increased

Cmax and AUC0-24 by only 31 and 23%, respectively. Fluoxetine had a greater phar-

macokinetic interaction with desipramine than did sertraline. Inhibitory effects of par-

oxetine and sertraline on desipramine pharmacokinetics have also been compared (135).

In these experiments, 24 healthy, CYP2D6 EM phenotype, males received desipramine,

50 mg/d for 7 d and then were cotreated with either paroxetine, 20 mg/d, or sertraline,

50 mg/d. After 10 d of cotreatment, desipramine concentrations in plasma increased

greater than fourfold, from 38 to 173 ng/mL, in the paroxetine/desipramine group but

only by approximately half, from 36 to 52 ng/mL, in the sertraline/desipramine group.

The experiments were consistent with a greater pharmacokinetic interaction by paroxe-

tine than by sertraline. A similar small effect by sertraline on nortriptyline accumulation

has also been reported (136).

Each of these reports again supports the original assignment of relative inhibi-

tory actions decreasing in the order fluoxetine/paroxetine/sertraline. Citalopram and
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venlafaxine either do not appear to inhibit CYP450 metabolism or have only very

modest clinical impacts (137,138).

The results of these mixed antidepressant studies and previously noted pheno-

type studies are consistent with the presence of two alternative pathways, demethylation

and hydroxylation, that are available for TCA metabolism. Olesen and Linnet (102)

have estimated that 90% of the metabolism of nortriptyline is dependent on hydroxy-

lation by CYP2D6 and the effect of a coadministered SSRI on the pharmacokinetics

of the TCAs can be explained as an interaction, by the higher affinity SSRI, at the level

of the CYP2D6 enzyme. Since hydroxylation of the TCAs by CYP2D6 behaves as the

rate-determining step in the overall elimination process, inhibition of hydroxylation

by the SSRIs results in accumulation of the parent TCA and also the N-desmethylated

metabolite.

The interaction between the TCAs and SSRIs is greatest in individuals from the

UM and EM phenotypes and metabolism of the TCAs by patients from the PM pheno-

type is largely uneffected (139). The lack of inhibitory effect in PM subjects is due to

lack of CYP2D6 enzyme and illustrates that these PM subjects metabolize the TCAs

by alternate enzymes. There are no reports of inhibition of TCA metabolism in the PM

phenotype by an SSRI and the SSRI would not be expected to further reduce the already

slowed TCA metabolism in this phenotype.

A clinical application has been proposed for the interaction between the TCAs and

SSRIs (140). Clinical experience has shown that, because of very rapid metabolism,

patients in the CYP2D6 UM phenotype may require larger doses of a TCA to maintain

therapeutically useful concentrations in plasma. Simultaneous treatment with low doses

of paroxetine, 10 mg/d, reduced the rate of debrisoquine hydroxylation and produced an

apparent conversion from UM to EM status. After conversion, four of the five subjects

achieved therapeutic levels of nortriptyline. After a higher dose of paroxetine, 20 mg/d,

two subjects converted to PM status. Conversion to PM status in part of the patient

population illustrates the variability in responses to inhibitors such as paroxetine and

further supports the implementation of TCA-monitoring procedures.

The interaction between TCAs and the predominant demethylating enzyme,

CYP2C19, is less studied because highly potent and selective inhibitors are not cur-

rently available. However, the SSRI drug fluvoxamine is a potent inhibitor of CYP1A2,

and also a moderately potent inhibitor of CYP2C19, and has been demonstrated to

effectively inhibit CYP2C19-catalyzed metabolism of the antimalarial drug, proquanil,

in vivo (102). Since the contribution of CYP1A2 to desipramine metabolism at clini-

cally relevant concentrations is slight, fluvoxamine may act as a relatively specific inhib-

itor of metabolism by CYP2C19 enzyme. In one report, prior treatments with fluvoxamine

(100 mg/d, 10 d) prolonged the elimination half-life of imipramine from 23 to 40 h

and reduced apparent oral clearance (141). No effect on desipramine pharmacokinetics

was observed. In another instance, fluvoxamine, administered at a dose of 100 mg/d for

14 d, increased the elimination half-life of imipramine from 23 to 39 h, reduced the appar-

ent oral clearance from 1.3 to 0.6 L/h/kg, and doubled the maximum concentration of

imipramine in plasma. The maximum concentration of desipramine was halved, in a

manner consistent with inhibition of imipramine N-demethylation (142). Finally, in a

single UM patient treated with clomipramine (150–225 mg/d), fluvoxamine (100 mg/d)
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increased the amount of clomipramine in plasma from 53 to 223 ng/mL and reduced

the amount of N-desmethylclomiprimine from 87 to 49 ng/mL (143).

An important difference between the effects of inhibition of CYP2D6 (hydroxy-

lation) and CYP2C19 (N-demethylation) can be seen. The predominant effect of inhibi-

tion of CYP2D6 catalyzed hydroxylation by an SSRI is to increase the amount of the

N-desmethylated TCA metabolites in blood by approximately four- to ninefold (131–

134,144). Effects on the parent N,N-dimethylated TCA are less dramatic. In compari-

son, inhibition of CYP2C19 primarily results in an approximately twofold increase in

the amount of unmetabolized, tertiary amine, parent TCA (141–144). Amounts of the

N-desmethylated TCA tend to decrease because only demethylation, and not hydroxy-

lation, has been inhibited.

3.5. Other Drug Effects on Metabolism of the TCA

The incidence of effects of other prescription drugs on the metabolism of amitrip-

tyline and nortriptyline has been assessed through analysis of drug-level data collected

on several thousand patients (145). These data indicate that amounts of the TCAs in

blood were decreased by carbamazepine, due to enzyme induction, and increased by

dextropropoxyphene and neuroleptics, particularly thioridazine. The thioridazine effect

on TCA metabolism exhibited a complex dose dependency and was greatest after low

doses of the TCA and high doses of the neuroleptic. Treatments with thioridazine have

been shown to convert CYP2D6 EM phenotype patients to the PM phenotype (146,147)

and in one instance, involving a pediatric patient, coadministration of thioridazine was

seen to increase amounts of imipramine in blood into a toxic range (148).

Effects by amitriptyline on thioridazine metabolism may be more significant, both

pharmacokinetically and clinically. Recent studies support the common belief that car-

diovascular mortality is greater among psychiatric patients receiving neuroleptics than

in the general population (149,150). Other evidence suggests that the risk cardiotoxicity

may be greater with thioridazine than other neuroleptics (151) and that cardiac effects

such as delayed ventricular repolarization are dose related and due predominantly to

unmetabolized thioridazine (152). In a rodent model, treatment with imipramine or

amitriptyline increased the blood plasma levels of thioridazine and its metabolites 20-

and 30-fold, respectively (153). These authors noted that the TCA/thioridazine con-

centration ratio was important in determining the final result of the TCA: neuroleptic

interaction. This observation is consistent with the observations in psychiatric patients

that the effect of thioridazine on amitriptyline metabolism varied with the antidepressant/

neuroleptic:dose ratio (153). When the ratio favored amitriptyline, thioridazine metab-

olism was inhibited. When the ratio favored thioridazine, amitriptyline metabolism was

inhibited.

An example of a pharmaceutical agent with a potential to interact in the metabo-

lism of the TCA is ticlopidine. Ticlopidine is employed clinically as an inhibitor of

platelet aggregation and is also a potent inhibitor of CYP2D6 and CYP2C19 (154–

157), the enzymes critically involved in the hydroxylation and N-demethylation of the

TCA. Examples of an interaction between ticlopidine and a TCA have not been reported.

However, known interactions between ticlopidine and the anticonvulsant, dilantin, might

serve as examples (154–155). Dilantin is metabolized predominantly by CYP2C9 and
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CYP2C19 isoforms and combined therapy with ticlopidine has been seen to dangerously

elevate blood levels of dilantin. In addition, since inhibition by ticolidine may be mecha-

nism based, which by definition permanently inactivates the metabolizing enzyme,

inhibition may be long term (156–157).

Carbamazepine and ethyl alcohol have also been shown to influence the response

to the TCA. Carbamazepine is a structural analog of imipramine with anticonvulsant

properties (Fig. 1), and has been combined with a TCA in the treatment of refractory,

treatment-resistant depression (158). The improved clinical response is, however, in

direct contrast with the effect of carbamazepine on TCA metabolism. Therapeutic drug-

level reviews and clinical studies have shown that patients also treated with carbam-

azepine have amounts of parent and demethylated TCA in blood reduced by as much

as 60%, in comparison with patients treated with a comparable dose of TCA alone (145,

159–161). These effects by carbamazepine on TCA metabolism appear to be medi-

ated through induction of CYP1A2 and CYP3A4 enzymes (106,162). By most stan-

dards, the amounts of TCA plus demethylated metabolites in blood from these patients

might be seen as subtherapeutic, even though the clinical response may be increased.

These contradictory observations of low levels in blood and increased clinical efficacy

appear relayed to changes in the amount of drug available for pharmacological action.

Under normal circumstances, greater than 95% of a TCA is bound to plasma protein and

the pharmacological response is related to the smaller (5%) unbound fraction. Some

evidence suggests that carbamazepine acts to reduce binding of the TCA to plasma pro-

tein and thereby increase the amount of free drug available for pharmacological effect

(162). Attempts to adjust the TCA dosage to obtain amounts in blood within a “therapeu-

tic window” may not be necessary.

Ethanol may also have a clinically important interaction with the TCA. Dorian et

al. (163) have demonstrated that ethanol ingested together with amitriptyline, increased

the amount of the TCA which reached the systemic circulation, possibly because of

reduced hepatic clearance during absorption. They also noted that postural sway and

short-term memory impairments were increased by the combination. The effects of the

combined exposure to ethanol and amitriptyline on skills such as driving have been

reviewed (164).

4. CLINICAL SIGNIFICANCE OF POLYMORPHISM AND DRUG INTERACTIONS

Are genetic polymorphisms, and CYP 450 interactions with the SSRIs or other

drugs, significant factors in the toxicology of the TCAs? Clinically effective levels of

the TCAs plus the N-desmethylated metabolites have been proposed to lie between

approximately 100 and 300 ng/mL (79–83). In comparison, clinical toxicity has been

observed at concentrations over 500 ng/mL (45,84) and severe toxicity at levels over

1000 ng/mL (85–88,165) although in one nonfatal intoxication, amounts of clomipra-

mine and N-desmethylclomipramine in plasma exceeded 2000 ng/mL (166). Clini-

cally toxic, nonfatal, levels of nortriptyline, near 600 mg/mL have been reported in a

CYP2D6 PM (97). Postmortem concentrations of imipramine and desipramine of 3000

and 9600 ng/mL were determined in blood from an individual treated with a paroxetine/

imipramine combination (167).
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Druid et al. (168) determined CYP2D6 phenotype in 22 postmortem cases where

amounts of a parent drug were disproportionately higher than levels of metabolite in

femoral blood. They concluded that the incidence of the PM phenotype within this

group was not different from the general population. Similarly, Spigset et al. (169)

also reported that CYP2D6 or CYP2C19 genotype were not associated with the inci-

dence of seizures or myoclonus during antidepressant treatment. Vandel et al. (170)

have reviewed the available literature and have also added their own observations regard-

ing TCA plasma levels after combined therapy with fluoxetine. They observed that, even

though amounts of clomipramine in plasma increased to as much as 965 ng/mL, and

imipramine to 785 ng/mL, no signs of toxicity were observed in their patients. Simi-

larly, Bonin et al. (171) studied 10 patients treated simultaneously with a TCA and flu-

oxetine. In three of these patients, amounts of TCA plus the N-desmethylated metabolite

in blood exceeded 500 ng/mL. In the short term, clinical tolerance to the treatment

was “very good.” Combined treatments with a TCA and fluoxetine have also been exam-

ined for beneficial effects in depressed patients previously unresponsive to either drug

alone. In these cases, individuals who responded favorably to the combination, experi-

enced blood levels that averaged greater than 750 ng/mL (172). Nevertheless, fatalities

have been associated with combined fluoxetine/amitriptyline and paroxetine/imipramine

therapy (167,173).

One factor that may contribute to a lack of recognition of SSRI or phenotype inter-

actions with the TCAs is that, because of their long elimination half-life, increases in

blood content may occur gradually, and go unrecognized because of slow development

of symptoms. It is also clear that individual patients are more, or less, responsive to

either the beneficial or toxic effects of the TCA. Amounts of the TCA in plasma from

living patients cover a rather broad range and this range in the total of patients is greater

than the clinical to toxic range in any individual patient.

Another factor is the observation that, in postmortem cases, amounts of a TCA

in blood occur in a broad range and are often several times higher than normally seen in

living, even severely intoxicated, persons (174–176). Pounder and Jones studied this

phenomenon of postmortem redistribution and observed diffusion of drugs, along a

concentration gradient, out of solid organs and into the blood (177). Highest levels were

seen in pulmonary arteries and veins and lowest in peripheral vessels. They reported

that amounts of doxepin or clomipramine in postmortem blood collected from different

sites ranged from 3.6 to 12.5 mg/L and from 4.0 to 21.5 mg/L, respectively. Other inves-

tigators have since confirmed the phenomenon (178–181). The consequence of postmor-

tem redistribution is that reference data are rendered less useful unless a record of the

site of collection is available. It is therefore a common practice to assay the TCAs in

blood collected from different peripheral vascular sites, and in tissues such as liver, in

order to increase the probability of a correct interpretation.

5. CONCLUSIONS

Depression, and its allied disorders, is common in modern society and drug interven-

tion will continue to be a major mechanism in its control. Beneficial clinical responses
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after the MAOIs or TCAs are not less than those observed after treatment with the

SSRIs and many thousands of people have benefited from these antidepressant drugs.

Their use is not without risk of severe drug interactions and toxicities.

In this chapter the common toxicology of the MAOIs and TCAs has been pre-

sented. Some of the interactions may appear small in comparison to a broad range of

therapeutic concentrations, but effects in a single patient can be dramatic. It has there-

fore been the objective of this chapter to describe these interactions, and to provide a

basis on which they can be applied toward interpretation of a toxic response by a single

patient.
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1. INTRODUCTION

Selective serotonin reuptake inhibitors (SSRIs) are one of the newer classes of

antidepressants. Since their introduction in the United States, they have been greatly

used and accepted in the psychiatric field (1). SSRIs presently available in the United

States include fluoxetine, paroxetine, sertraline, fluvoxamine, and citalopram. SSRIs act

by inhibiting neuronal uptake of serotonin (5HT). SSRIs are generally shown to be as

effective and overall better tolerated than tricyclic antidepressants (TCAs) in treatment

of depression (2,3). SSRIs are also used in treating other psychiatric disorders such as

panic disorder (4,13), obsessive compulsive disorder, and social anxiety disorder (5–7).

Depression is among the most common illnesses in the United States (8). How-

ever, it is underdiagnosed and undertreated in this country (9). In recent years, there

has been a significant increase in the number of patients who received outpatient treat-

ment for depression (7,8). SSRIs are widely used in the treatment of psychiatric dis-

orders (5–7,10); therefore, understanding drug interactions involving this class of agents

is very important. In this chapter, SSRIs’ mechanism of action, pharmacokinetics, drug

and herbal interactions, and adverse reactions are described.

2. MECHANISM OF ACTION

SSRIs, as indicated by their name, block the central nervous system (CNS) neuro-

nal uptake of serotonin (5HT), which is related to their antidepressant action (11). SSRIs
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selectively inhibit the reuptake of serotonin; however, they also have a different degree

of effect on blocking the reuptake of norepinephrine and dopamine (11,12). Paroxetine

is the most potent SSRI available; however, it has less selectivity for serotonin sites than

do fluvoxamine and sertraline (12). Citalopram is the most selective SSRI on the mar-

ket (12). Sertraline is both the second most potent and second most selective SSRI (12).

3. PHARMACOKINETICS

In order to better understand the drug interactions involving SSRIs, it is essential

to understand their pharmacokinetic properties.

3.1. Absorption

SSRIs are in general well absorbed from the gastrointestinal tract, however they

undergo hepatic first-pass metabolism to a varying degree. This reduces the amount

of intact drug that reaches the systemic circulation (12).

Fluoxetine, fluvoxamine, paroxetine, sertraline, and citalopram are well absorbed

(15–17,19). Food does not alter their absorption significantly (14). All SSRIs, with the

exception of citalopram, undergo extensive hepatic first-pass metabolism (15–17,19).

3.2. Distribution

SSRIs have a relatively large volume of distribution (Vd) due to their lipophilic

properties. These large Vds suggest extensive accumulation in tissues, particulary fatty

tissues (15). Fluoxetine, paroxetine, and sertraline are highly protein bound, especially

to �-1 acid glycoproteins (15). Citalopram and fluvoxamine do not bind as extensively

to plasma proteins (15).

For drugs that exhibit single-compartment pharmacokinetic behavior, a steady-

state plasma concentration is achieved in about four to five half-lives. Drugs that are

extensively distributed throughout the deep-tissue reservoirs of the body (i.e., those

drugs with large Vd) take a longer time to achieve a steady-state concentration because

of the increased time and amount of drug required to attain equilibrium in these deep-

tissue stores. SSRIs therefore require a significantly longer time to attain a steady-state

concentration.

Table 1
Pharmacokinetic Parameters of SSRIs

Time to Steady State
Drug (ref) Vd (L/kg) t1/2 (hours) (days)

Fluoxetine (15) 20–45 24–72 30–660

Paroxetine (19,23) 20 7–37 7–14

Sertraline (12,22) 20 22–36 5–7

Citalopram (24,25) 12–15 25–35 6–15

Fluvoxamine (18) 5 8–28 10
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The Vd, t1/2 (terminal elimination half-life), and time to steady state of these SSRIs

are summarized in Table 1.

3.3. Metabolism and Elimination

Metabolism is the main route of elimination for all SSRIs (12). SSRIs are mainly

hepatically metabolized and renally excreted (25). Fluoxetine is metabolized extensively

by CYP2D6 to its active metabolite (norfluoxetine) and other metabolites (28). It is

reported that half-lives (t1/2s) of fluoxetine and its metabolite norfluoxetine range from

1 to 5 d and 7 to 20 d, respectively (20,21). Fluvoxamine is metabolized by CYP1A2

and CYP2D6 (29). Its metabolites are inactive (17). Fluvoxamine’s t1/2 is between 8 and

28 h (18). Paroxetine is also metabolized to clinically inactive metabolites by CYP2D6

(30). Its t1/2 is variable depending on the subject, dosage, and duration of administra-

tion (16). Its terminal half-life is about 1 d (16,19). Metabolism is also the main route

of elimination for sertraline. Its main active metabolite, desmethylsertraline, is obtained

by demethylation of sertraline by CYP3A4 (31). This metabolite has a half-life three

times longer than sertraline (60–100 h) (22,26). Sertraline has a longer t1/2 in elderly

and female volunteers (32.1–36.7 h) than in young male volunteers (22.4 h) (22). Citalo-

pram is metabolized by CYP2C19 and CYP3A4 to several metabolites, including two

pharmacologically active metabolites: desmethylcitalopram and didesmethylcitalopram

(27,32). The half-life for citalopram ranges from 35 to 58.5 h depending on the study

(24,25). Although its active metabolites have two to three times longer half-lives, their

activity, because of their low potency, is not clinically important (12,24). Refer to

Table 2 for a summary of active metabolites.

4. CYTOCHROME P450 SYSTEM

SSRIs are extensively metabolized as discussed previously. Cytochrome P-450

iso-enzymes play a major role in their metabolism and, hence, their interactions with

other drugs (15). Therefore, in order to better understand the drug interactions involv-

ing SSRIs, it is essential to understand this system. Cytochrome P-450 is composed

of many enzymes; however, most drugs are metabolized by three families of enzymes

in this system: CYP1A2, CYP2D6, and CYP3A4. SSRIs’ inhibitory effects on these

enzymes play a major role in most of their drug interactions (33). Fluoxetine, its metab-

olite norfluoxetine, and paroxetine are potent inhibitors of CYP2D6 enzymes, and there-

Table 2
Active Metabolites of SSRIs

SSRIs Active Metabolites Clinically Significant

Fluoxetine Norfluoxetine Yes

Fluvoxamine — —

Paroxetine — —

Sertraline Desmethylsertraline ? No

Citalopram Desmethylcitalopram, Didesmethylcitalopram No
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fore inhibit the metabolism of many TCAs and antipsychotic drugs (33,34,36). Fluoxe-

tine and fluvoxamine also inhibit CYP2C19 to a lesser extent (21,36). Fluvoxamine is

a strong inhibitor of CYP1A2, therefore very likely to interact with other drugs (17,33,

34,36). Sertraline has a moderate inhibitory effect on CYP2D6 (34). Citalopram does

not seem to have many pharmacokinetic drug interactions, since it is a weak inhibitor

of CYP2D6 (35,36). Table 3 summarizes the actions of these enzymes.

5. DRUG–DRUG INTERACTIONS

Drug interactions are classified into two major groups: pharmacodynamic inter-

actions and pharmacokinetic interactions. Pharmacodynamic interactions are described

as a change in the pharmacologic effect of the target drug produced by the activity of

another drug at the same receptor or a different site (with the same activity or a different

or opposite effect). In other words, the mechanism of action of one drug may amplify

or diminish the mechanism of action of the other drug (37). Pharmacokinetic interac-

tions involve any alteration in absorption, distribution, metabolism, or elimination of

the target drug caused by coadministration of another medication.

5.1. Pharmacodynamic Interactions

Serotonin syndrome is a major pharmacodynamic interaction that occurs when

SSRIs are administered concomitantly with other drugs including monoamine oxidase

inhibitors (MAOIs), lithium, other SSRIs, dextromethorphan, meperidine, L-tryptophan,

sumatriptan, risperidone, and MDMA (known as ecstasy) (37,39,40). However, other

mechanisms such as defects in monoamine metabolism and hepatic and pulmonary insuf-

ficiency may contribute in developing this condition (42).

Serotonin syndrome is described as serotonergic hyperstimulation. Any drug or

drug combinations that increase serotonin neurotransmission can cause serotonin syn-

drome (37). Serotonin syndrome is an acute condition that is characterized by changes

in mental status, restlessness, dyskinesia, clonus and myoclonus, autonomic dysfunc-

tion such as mydriasis, hyperthermia, shivering, diaphoresis, and diarrhea (37–39,41).

Neuroleptic malignant syndrome is described as an idiosyncratic response of patients

Table 3
Metabolization and Inhibition of SSRIs by Cytochrome P-450

SSRIs Metabolized by CYP450 Enzyme Inhibited

Fluoxetine CYP2D6 CYP2C19, CYP2D6***

Norfluoxetine — CYP2D6***

Fluvoxamine CYP1A2, CYP2D6 CYP2C19, CYP1A2,*** CYP3A4*

Paroxetine CYP2D6 CYP2D6,*** CYP2C19***

Sertraline CYP3A4 CYP2D6**

Citalopram CYP2C19, CYP3A4 CYP2D6*

Desmethylcitalopram — CYP2D6**

Degree of inhibition is indicated by: ***, Potent; **, Moderate; *, Weak.
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to mostly neuroleptic agents with high D2 potency (37). Serotonin syndrome and neuro-

leptic malignant syndrome are very similar in signs and symptoms. It is difficult to dif-

ferentiate between these two syndromes, but in general patients with neuroleptic malignant

syndrome present with higher fever and more muscle rigidity; on the other hand, patients

with serotonin syndrome have more gastrointestinal dysfunction and myoclonus (43).

Symptoms in neuroleptic malignant syndrome appear more gradual and resolve more

slowly (38). Both syndromes are treated by discontinuing the offending agent and sup-

portive care (38,43). Caution is advised if initiating drug therapy in these two syndromes.

Some patients with serotonin syndrome may require drug therapy with antiserotonergic

agents such as cyproheptadine, methysergide, and propranolol (37). These agents may

not be effective in treating neuroleptic malignant syndrome. Dopamine agonists that are

used to treat neuroleptic malignant syndrome may exacerbate a serotonin syndrome (38).

Serotonin syndrome is usually mild and resolves quickly when the serotonergic

drugs are discontinued and supportive care is provided. However, there have been numer-

ous cases of fatalities due to this syndrome. These are mostly caused by intentional drug

overdosage and/or combining different serotonergic drugs (44–48).

5.2. Pharmacokinetic Interactions

Oral absorption can be affected by the presence of certain drugs that can change

gastrointestinal motility or pH. Food can also change drug absorption. SSRIs’ interac-

tions involving absorption are not clinically significant (49).

Drug distribution is influenced by such factors as blood flow, drug lipophilicity,

and its protein-binding ability. Only the unbound drug (free fraction) is able to act on

the receptor site. Although SSRIs are highly protein bound, their interaction involving

protein binding is clinically minor (49).

Interactions involving metabolism and the enzymes that facilitate this process

are the most studied. There is also individual variability in metabolizing drugs. For

example, it is a well-established fact that there are individuals who do not synthesize

the enzyme CYP2D6, leading to poor metabolism of the drugs metabolized by this

enzyme. As indicated in Table 2, SSRIs inhibit some of the most important CYP450

enzymes involved in other drugs’ metabolism, hence leading to increased levels of those

drugs. There are a great number of drugs that are metabolized by these enzymes. A few

examples are given in Table 4 (50).

On the other hand, since SSRIs are metabolized by mostly the same enzymes,

their metabolism can be affected by inhibitors and inducers of these enzymes. Drugs

such as sulfonylureas, barbiturates, phenytoin, carbamazepine, rifampin, and primidone

are CYP enzyme inducers that cause an increase in metabolism of the drugs including

SSRIs, whose main route of metabolism is by CYP450 system enzymes. Enzyme inhib-

itors such as cimetidine, erythromycin, isoniazid, verapamil, and propoxyphene can

lead to an increase in plasma levels of affected drugs. Table 5 summarizes a number

of drug–drug interactions mediated by metabolic enzymes. It should be emphasized

that this table does not include all the drug interactions involving SSRIs. However, it

indicates the importance of understanding pharmacokinetic drug interactions involv-

ing this class of drugs.
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6. DRUG–NATURAL PRODUCT INTERACTION

There are not many clinical trials on the potential of SSRIs’ interaction with her-

bal products. It is suggested that if a natural product has an effect on CYP450 isoen-

zymes it potentially can interact with drugs metabolized by these enzymes. However

this is not a reliable predictor for drug–natural product interaction (67). Examples of

known drug–natural product interaction are: fluvoxamine significantly increases mela-

tonin (sleep aid) levels by reducing its metabolism due to inhibition of CYP1A2 and

CYP2C9 (67). Ayahuasca is an Amazonian psychoactive beverage that contains potent

monoamine oxidase–inhibiting alkaloids (harmalines). It may induce serotonin syn-

drome if given with SSRIs (68,69). St John’s wort (Hypericum perforatum) is used for

mild to moderate depression. It may cause mild serotonin syndrome when given with

SSRIs (70).

7. ADVERSE REACTIONS

SSRIs are generally well tolerated (71,76). However, they are associated with a few

adverse effects. The most commonly reported adverse reactions to SSRIs are nausea,

anorexia, diarrhea, insomnia, nervousness, headache, anxiety, dry mouth, constipation,

hypotension, and fatigue (72). Cases of hyponatremia caused by SSRIs have also been

reported (11,73). Mydriasis has been reported with paroxetine and sertraline (74). SSRIs

are also implicated in extrapyramidal side effects and akathisia (75). Although SSRIs

are relatively safe in cases of overdose, they have been associated with seizures in over-

dose situations (77).

8. CONCLUSIONS

SSRIs have become the first line of therapy in treatment of depression. They are

also used in other areas of psychiatry such as obsessive-compulsive disorder and panic

disorder. In general, SSRIs are considered to be well tolerated and safe. Therapeutic

drug monitoring (TDM) is not commonly done with SSRIs, because there is no clear

relationship between drug plasma concentrations and clinical response (79). However

TDM may be useful in patients with poor compliance. It is also suggested that TDM of

SSRIs can be a factor in overall cost reduction (80). SSRIs are involved in many drug–

drug interactions, because of their activities on CYP enzymes. Therefore, when deal-

Table 4
Drugs Metabolized by CYP450 Isoenzymes

Enzyme Examples of Metabolized Drugs

CYP1A2 TCAs (amitriptyline, imipramine), clozapine, propranolol, theophylline,

   R-warfarin

CYP2C19 Citalopram, imipramine, barbiturates, propranolol

CYP2D6 Antiarrythmics (propafenone, flecainide), �-blockers (propranolol, metoprolol,

timolol), opiates, SSRIs (fluoxetine, paroxetine), TCAs, venlafaxine

CYP3A3/4 Acetaminophen, codeine, dextromethorpahn

CYP2C9/10 Phenytoin, S-warfarin, tolbutamide



5. Selective Serotonin Reuptake Inhibitors 181

ing with SSRIs, it is essential for the clinician to have a thorough knowledge of the

drugs’ activity on CYP enzymes, and their metabolism. Although these interactions are

usually undesirable, there have been instances when clinicians have taken advantage of

them to successfully treat resistant cases (81).
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1. ANTIPSYCHOTICS AND DRUG INTERACTIONS

Antipsychotics include two general classes of drugs. Traditional antipsychotics

are thought to act by exerting effects principally on the dopamine neurotransmitter

system (1). The traditional antipsychotics became known to many as neuroleptics based

on their frequent effects of substantially slowing movement (1). Atypical antipsycho-

tics, designed in laboratories to provide psychotic symptom relief without movement

problems, affect other neurotransmitter systems (2), and present other potential concerns.

Table 1 lists available antipsychotic medicines, as well as their brand names.

Interactions involving antipsychotics (a) make side effects of the antipsychotics

more pronounced, (b) render the antipsychotics less effective, and (c) affect the metab-

olism of other medicines, and prolong their effects and side effects

Both older and more recently developed varieties of antipsychotics are known for

their manifold side effects on numerous organ systems. Interactions have forensic sig-

nificance when efficacy and/or side effects are heightened by the coprescription of med-

icines that affect antipsychotic metabolism.

Drug interactions involving antipsychotics warrant particular scrutiny in the elderly,

the brain-damaged, those on other psychotropics, and those with a history of special

sensitivity to antipsychotics.

Given the severe conditions for which antipsychotic prescribing is reserved, inter-

actions also have forensic relevance when an antipsychotic is no longer effective because

of the medicines prescribed along with it. In these cases, the greatest forensic significance

of the drug interaction is the relapse of the root illness, rather than drug side effects.
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Before we explore how these interactions manifest themselves in criminal and

civil case scenarios, an appreciation for the neurochemistry involved is necessary.

2. KEY NEUROCHEMISTRY OF ANTIPSYCHOTICS

Antipsychotics are able to exert their effects by influencing how specific chemi-

cals, known as neurotransmitters, move through the brain. Messages pass through the

nervous system, from cell to cell, by these chemical neurotransmitters (3). Psychosis and

other psychiatric maladies occur when the delicate equilibrium of each of these micro-

scopic neurochemical transmitters is disrupted. The chemical imbalance causes chain

reactions that result in the development of symptoms or outwardly visible behaviors.

Antipsychotics impact a number of neurotransmitters and regulatory systems in

the body. Like other psychotropics, antipsychotics exert their effects on receptors of

these neurotransmitters, receptors that normally catch and relay the transmitting neuro-

chemical that has been released by the nerve cell nearby.

In addition to directly blocking dopamine transmission at D2 receptors, anti-

psychotics have antihistaminic and antiadrenergic effects (4). All traditional antipsy-

chotics, particularly those that are classified as low potency, have anticholinergic effects

focusing on the muscarinic class of receptors (5). The effects of such neurotransmitter

blockade depend not only on the neurotransmitter, but where in the brain that neuro-

transmitter is active, and what role in human functioning it plays.

Atypical antipsychotic drugs earn their name, in part, because they do not cause

effects on movement in the way traditional antipsychotic drugs do. Whereas each of

the atypical antipsychotics impacts a distinct profile of neurotransmitters, all of the

atypical class block dopamine D2 receptors, as well as serotonin 2A receptors (6).

2.1. Dopamine: Benefits and Movement

Problems Caused by Its Blockade

Dopamine has been the foundation of antipsychotic treatment. Traditional antipsy-

chotics’ influence on the different centers of dopamine activity has directly and indirectly

accounted for side effects of forensic significance.

Table 1
Commonly Prescribed Antipsychotics

Name Generic Name Chemical Type Atypical/Traditional

Clozaril Clozapine Dibenzodiazepines Atypical
Haloperidol Haloperidol Butyrophenones Traditional
Decanoate
Loxitane Loxapine Dibenzoxazepine Traditional
Moban Molindone Dihydroindole Traditional
Geodon Ziprasidone Benzisothiazole Atypical
Orap Pimozide Diphenylbutylpiperidine Traditional
Risperdal Risperidone Benzisoxazole Atypical
Seroquel Quetiapine Fumarate Dibenzothiazepine Atypical
Navane Thiothixene Thioxanthene Traditional
Zyprexa Olanzapine Thienobenzodiazepine Atypical

Data from Physicians’ Desk Reference, 57th ed. ©2003 Medical Economics Company, Inc. New
Jersey.
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Psychotic illnesses and certain drug intoxications, such as cocaine and amphet-

amines, arise from altered dopamine transmission. Traditional antipsychotics decrease

or eliminate psychotic symptoms like hallucinations and delusions, and organize con-

fused thinking, regardless of their origin. These medicines block dopamine transmis-

sion at D2 receptors in the mesolimbic nerve pathways that lead to the nucleus accumbens

in the limbic system of the brain (7).

Dopamine activity is associated with numerous vital human functions. Therefore,

regrettably, dopamine blocking in other areas of the brain results in unwanted conse-

quences as well.

Parkinsonism, dystonia, akathisia, tardive dyskinesia, and tardive dystonia stem,

through a variety of mechanisms, from the capacity of antipsychotics to block dopa-

mine transmission in the brain (8). Dopamine activity in the brain substantia nigra is

necessary for unrestricted movement. Potent blockade of dopamine transmission from

the substantia nigra at D2 receptors is therefore associated with severely slowed move-

ments, a resting tremor, loss of the ability to instinctively maintain upright posture

(postural reflex), and trouble initiating movement (8,9).

These symptoms mimic the movement disorders of Parkinson’s disease, in which

the degeneration of dopamine-transmitting nerve cells leads to symptoms (10). Because

the nerve cells of those receiving antipsychotic treatment are not deteriorating—it is

merely the transmission of dopamine that is blocked—the symptoms of dopamine blocker-

induced parkinsonian-type symptoms are reversible (see Fig. 1).

Parkinsonism may result in more dangerous consequences, particularly when prob-

lems with regulating postural reflexes manifest. A person so affected, when pushed, has

Fig. 1. Sagittal section of human brain showing the dopaminergic pathways involved in
the actions of antipsychotic drugs.
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trouble regaining footing; falls can result, and in the elderly or those with advanced

osteoporosis, spills may cause hip fractures (11). Compounding the significance of this

risk is the greater sensitivity of the elderly to parkinsonian effects from traditional anti-

psychotics (12).

Though one might assume, logically, that reversing these symptoms should be

accomplished with a medicine that promotes dopamine transmission to overcome a

dopamine blockade, remember that dopamine transmission in mesolimbic nerve path-

ways would aggravate the symptoms of psychosis that start this mess in the first place.

Clinicians thus rely upon the important relationship between acetylcholine and dopa-

mine to remedy some movement problems, specifically the parkinsonian symptoms.

Dopamine released in the substantia nigra blocks acetylcholine transmission (13).

Therefore, dopamine-blocking drugs prevent the suppression of acetylcholine. Anti-

cholinergics such as benztropine and trihexyphenidyl reduce the dopamine-blocking

effects on the substantia nigra without affecting dopamine blocking that treats psy-

chosis (14). Anticholinergics are also instrumental at providing an immediate reversal

of symptoms of dystonia (14).

Dystonia involves the relatively abrupt onset of severe and extended spasm of a

muscle group. Typically, muscles of the back, neck, eyes, or tongue are involved (15).

But when muscles of the larynx spasm, a person can suffocate (16). Fortunately, over

90% of dystonic reactions occur within 2 wk of starting treatment (17). Furthermore,

anticholinergics quickly reverse these effects (18). However, a dystonic reaction in the

wrong setting can still inspire fear, humiliation, and an unwillingness to continue with

treatment.

Unlike Parkinsonian effects, dystonia has not been definitively localized as origi-

nating in the substantia nigra. However, its dramatic reversal by anticholinergics is

further evidence of an elegant balance between dopamine blockage and the potency of

acetylcholine transmission.

Dopamine blockade at D2 receptors in other movement centers in the brain is not

so easily reversed by anticholinergics. Other dopamine-induced movement disorders

are thought to result from phenomena that have less to do with acetylcholine, and more

with other of the numerous effects of the traditional antipsychotics.

2.2. Antipsychotics and Akathisia

Akathisia, unlike dystonia and parkinsonism, begins to develop—often insidiously

—weeks after antipsychotic treatment begins (19). The subjective sense of restlessness,

akathisia is exquisitely uncomfortable (20). Visitors to psychiatric wards who encoun-

ter patients pacing the hallways are likely witnessing a person’s response to akathisia.

Primarily high-potency traditional antipsychotics are associated with the develop-

ment of akathisia. These include haloperidol, fluphenazine, triflulopenzine, and thio-

thixene (21). Risperidone, an atypical antipsychotic, also causes akathisia in some of

the patients taking that medicine. Pimozide is a high-potency traditional antipsychotic,

but is typically prescribed at very low doses for its clinical effect.

Because atypical antipsychotics do not frequently cause akathisia, many presume

that the dopamine-blocking qualities of traditional antipsychotics account for this move-

ment disorder. However, drugs that promote dopamine transmission, or anticholinergics

that reverse dopamine-blocking effects leading to parkinsonism, do not relieve akathisia.
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The delay in onset of akathisia suggests that traditional antipsychotics’ causative

influence is indirect—namely, the antipsychotics initiate a chain reaction that, for some,

culminates in akathisia.

Further shrouding the neurochemical understanding of akathisia is its treatment;

beta-blockers and benzodiazepines, which improve akathisia, act in a general manner

on both the central and peripheral nervous system (22). Therefore, unlike the anticholin-

ergics, for example, the mystery of why akathisia can be improved by broadly acting

drugs conceals the neurochemical and neuroanatomic mechanisms responsible for akath-

isia in the first place.

Fluphenazine and haloperidol are especially relevant to consideration of akathisia

and other high-potency side effects such as tardive dyskinesia. These two antipsychotics

are often prescribed in oil-based depot forms that are injected into fatty areas of the

buttocks or rear shoulder, and release themselves steadily into the bloodstream over a

period of 2–4 wk (23).

Since the onset of akathisia is more common weeks after a medicine has begun,

and since those patients on depot medicines have the prospect of slowly metabolizing

antipsychotics accumulating in their system, these patients are at higher risk for devel-

oping akathisia. Because patients taking depot haloperidol or fluphenazine are man-

aged as outpatients, their akathisia may go undetected, relative to the discomfort of

someone on a hospital ward who is under intermittent observation all day, every day.

An additional dilemma associated with akathisia is that patients often find it dif-

ficult to express the source of their discomfort or restlessness. Families or physicians

may note a sense of increasing distress, and may mistakenly—and sometimes under-

standably—attribute that disquiet to psychosis, from undertreatment or noncompliance

with the antipsychotic. If the psychiatrist’s reaction is to then increase the dose of the

dopamine-blocking antipsychotic, the akathisia only gets worse. By the time the basis

for the patient’s discomfort is identified, the mounting discomfort may cause the patient

to refuse further treatment—or worse.

2.3. Civil and Criminal Law and Implications of Akathisia

Those who experience akathisia feel a driven pressure to keep moving, and the

effects are enough to have been occasionally associated with suicide (24).

The clinician must distinguish akathisia’s internal discomfort from the outward

expression of discomfort, through hostility and assaultiveness. Theoretically, one might

imagine a scenario in which someone is so uncomfortable from his akathisia that he

might strike out at another. However, resolving this idea requires factoring in a person’s

inherent predisposition to assaulting others to begin with.

The notion of someone’s violence arising exclusively from akathisia in a person

who is not otherwise violent is unsubstantiated in the clinical literature. As such, this

notion would likely not achieve Daubert standards for having been systematically stud-

ied and confirmed as a cause–effect relationship between akathisia and violence.

2.4. Tardive Dyskinesia

Tardive dyskinesia baffled clinicians for decades. This involuntary and disfigur-

ing twisting movement of muscles of the face, tongue, hands, or feet (25) was found

in people who had been treated with traditional antipsychotics, particularly those who
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had been treated with those drugs for an extended period (26). Complicating tardive

dyskinesia was its sometimes irreversible course (27); many who stop traditional

antipsychotics, hoping the tardive dyskinesia would somehow improve, note no change

(28). Some even experience a worsening of symptoms that improve only when their

medicines are restored (29).

Traditional antipsychotics have all been known to frequently cause tardive dys-

kinesia (30), as often as 20% for those who have taken these medicines as long as four

years  (31). Less commonly, the antipsychotics cause tardive dystonia, an involuntary

tightening of muscle groups, usually of the head and neck (32). The pronounced impact

of irreversible tardive dyskinesia and dystonia on appearance and body image has civil-

liability implications. Disfigurement can be as grievous surgical errors in the head and

neck or other sensitive body areas.

The discovery, in recent years, of the benefits of megadoses of vitamin E in treat-

ing tardive dyskinesia (33) has not resolved the lingering mystery of what causes this

condition. Furthermore, atypical antipsychotics of the newer generation are far less likely

to cause tardive dyskinesia (34). Of course, once these medicines have been in use for

many years, we may learn otherwise. But now that traditional antipsychotics are less

readily prescribed, there is less research initiative for resolving the origins of tardive

dyskinesia.

Current neuropsychiatric perspective primarily endorses the idea that dopamine

receptor hypersensitivity is responsible for tardive dyskinesia (35). This idea, though

otherwise completely consistent with our understanding of neurotransmitters and psycho-

tropic drugs’ impact on the sensitivity of neuroreceptors, does not successfully account

for vitamin E’s therapeutic effects.

2.5. Dopamine Blockade and Interactions

The parkinsonian side effects of traditional antipsychotics are enhanced by the

coadministration of the mood stabilizer lithium (36). Lithium added to traditional anti-

psychotics also increases the risk for tardive dyskinesia, and of akathisia (36). Still,

the combination of traditional antipsychotics with lithium is safe and essential for many

individuals whose health would collapse otherwise from persistent psychosis.

The risk of parkinsonism, and of akathisia, is also heightened when fluphenazine

is taken by those who chew betel nut. Betel nut, chewed as a recreational drug in many

countries, is a mild stimulant, also known as areca catechu (37).

2.6. Dopamine Blockade: Cognitive Side Effects of Note

The frontal cortex of the brain includes some of the most sophisticated intellec-

tual and cognitive qualities that distinguish man as the most able of the animal kingdom.

Dopamine transmission occurs in the frontal lobe as well (38). Blockade of dopamine

transmission through mesocortical nerve pathways to the frontal lobe is therefore accom-

panied by substantial intellectual impairment (39). Closer study has specified these

problems as attention, memory, planning, problem solving, and effortful cognitive pro-

cessing (40).

The dopamine-blocking effects of traditional antipsychotics on the frontal cortex

may be difficult to readily detect, especially in diagnosis on the schizophrenia spectrum

(schizophrenia, schizoaffective disorder, schizoid personality). Each of these conditions
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is associated with a baseline of low initiative, simple thinking, passivity, emotional

withdrawal, anhedonia, lack of spontaneity, poor attention, and/or more impoverished

expression, or negative symptoms (41). Perhaps these qualities reflect that dopamine

activity in the frontal lobe is diminished to begin with, even before the patient takes

medicines (42).

For this reason, medication side effects on the frontal lobe, particularly because

they are subtle to begin with, commonly go unnoticed. Further complicating the afore-

mentioned overlap is the resemblance of these symptoms to depression, and to a lack

of stimulation resulting from the abandonment of many with this condition.

The standard for care in psychiatry has not achieved the attentiveness to schizo-

phrenia that mandates neurocognitive testing of those being medicated with dopamine

blockers in order to ensure that cognitive effects independent of the disease process

can be accounted for. However, as our sensitivity to the functional rights of our patients

improves, this seems to be an appropriate objective—certainly in line with informed

consent.

2.7. Antipsychotics, Cognition, and Implications for Criminal Law

Impaired cognition can be especially relevant in the appraisal of a defendant’s abil-

ity to render a knowing and intelligent confession. Cognitive impairment may impact

a defendant’s competency, or his or her criminal responsibility.

The limited cognitive flexibility of those with schizophrenia and the subduing

qualities of dopamine blockade do not include a suspension of morality. Antipsycho-

tic-induced cognitive changes, pertinent to the aforementioned issues, pale in impor-

tance to the cognitive processes of the underlying disease. It is not the dopamine blockade

that impacts mental competency for specific tasks within the course of a criminal case,

but the underlying condition may be relevant, especially if the legal issues are nuanced

and the deficits are pronounced.

Cognitive problems associated with some traditional antipsychotics have been attrib-

uted to the anticholinergic properties of the given medicines, in addition to effects on

dopamine transmission in the cortex (43). Memory and mental clarity can be affected in

this way (44). Chlorpromazine, thioridazine, and mesoridazine each possess higher anti-

cholinergic qualities, and are more sedating as well (45). Higher doses of antipsychotics

cause increased sedation, at which point all cognitive domains are affected (45).

In the unusual circumstance of anticholinergic toxicity, confusion may be impli-

cated in crime, particularly a disorganized event. An acute change in mental status, such

as would be seen in a delirium associated with anticholinergic drug toxicity, would give

reason to question competency to waive Miranda. The fast reversibility of this drug

effect, however, renders this of unlikely consequence in cases of questioned trial or sen-

tencing competency.

2.8. Antipsychotics, Cognition, and Implications for Civil Law

Impaired cognition associated with the effects of traditional antipsychotics may

be responsible for motor-vehicle or heavy-equipment accidents that kill or injure the

patient or someone else. In other instances, work proficiency may be affected, result-

ing in the loss of a job.
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The cognitive deficits identified with traditional antipsychotics do not readily

affect decision making for parenting, contracts, and other simple transactions. The

cognitive effects of the underlying condition are of more likely pertinence to problems

people experience in these matters. However, presuming parental, contract, and other

incompetence on the basis of even an advanced presentation of schizophrenia—without

a specific assessment relating to capacity—is unfair and professionally irresponsible.

Atypical antipsychotics may impact cognition as well; these effects are more

directly related to the sedating qualities of the medicines, however, than anticholiner-

gic properties (46). Clearly, however, there are cognitive advantages to the atypical anti-

psychotics, which we will review and explain below.

2.9. Other Dopamine Blockade Side Effects of Note

Dopamine transmission from the hypothalamus to the anterior pituitary is also

blocked by traditional antipsychotics (47). This blockade causes an increase in circu-

lating prolactin levels. Indirectly, therefore, dopamine blockade results, through this

mechanism, in unexpected breast secretions, or galactorrhea, menstrual interruption,

and amenorrhea (47).

Sexual dysfunction occurs in a number of individuals taking dopamine-blocking

antipsychotics (48). Whether elevated prolactin levels—or direct effects of dopamine

blockade on the sexual-arousal cycle—are responsible, has not yet been determined.

Nevertheless, atypical antipsychotics that do not cause a rise in prolactin levels have

and have not been shown to be associated with sexuality effects (49).

Closer attention to the sexual-arousal cycle is necessary in order to sort out the

potential troubles that both traditional and atypical antipsychotics can cause. After dis-

cussing neurotransmitters other than dopamine, we will focus on sexuality later in the

chapter, as well as the civil forensic implications.

2.10. Acetylcholine Blockade Through Antimuscarinic Effects

In addition to the cognitive side effects noted previously, anticholinergic effects

also include dry mouth, blurred vision, constipation, and urinary retention (50).

Independent of cognitive effects, visual problems can affect work performance, or

equipment and motor vehicle operation. Furthermore, visual impairment may result

in misdiagnosis of other eye conditions, prompting unnecessary treatment.

Chlorpromazine, thioridazine, perphenazine, mesoridazine, and molindone are most

frequently associated with causing blurred vision (51). However, those who are especi-

ally sensitive to the anticholinergic properties of traditional antipsychotics may expe-

rience vision effects as well.

Older individuals, particularly men with benign prostatic hypertrophy, are going

to be more sensitive to the urinary side effects of anticholinergics. Protracted effects

can contribute to serious kidney problems, because urine is not passing through the

excretory channels. Risk is heightened when the patient has only sporadic outpatient

follow-up.

Though a desire to avoid the parkinsonian, dystonic, and akathisia effects associ-

ated with high-potency neuroleptics might favor low-potency antipsychotics, antichol-

inergic side effects offset any apparent advantage. Some patients simply are too affected
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by the anticholinergic and other effects of the low-potency drugs, which are far more

pronounced than they are in high-potency antipsychotic drugs.

2.11. Antihistaminic Effects and Weight Gain

Traditional antipsychotics also have been associated with blocking histamine and

adrenergic receptors. Antihistaminic effects are responsible for sedation and weight gain.

The weight gain, unfortunately, may persist even with careful dieting and exercise.

All traditional and atypical antipsychotics have antihistaminic effects (with the

reported exception of the atypical antipsychotic ziprasidone) and are associated with

substantial weight gain (52). This side effect has important implications for the man-

agement of heart disease, diabetes, and high blood pressure, as well as other condi-

tions that are aggravated by obesity.

This is more than merely an “eating hot dogs causes cancer” point. If someone

can trace the origin of weight gain or diabetes to prescription of an antipsychotic, then

scrutiny of the basis for the physician’s conceding those health risks must be warranted.

This is part of the standard dialog of today’s doctor–patient care, particularly because

medication alternatives are available.

2.12. Sugar Metabolism

Traditional and atypical antipsychotics, especially clozapine, commonly impair

glucose metabolism (53) (though risperidone has proven in the period of its use to be

less associated with this side effect) (54). For those with diabetes, or who develop Type

2 diabetes, the progression of this pernicious condition has a major impact on quality

of life in many functional domains.

New-onset diabetes from atypical antipsychotics (55) does not merely introduce

long-term risks of stroke, heart disease, and end-organ damage. A number of cases of sud-

den death from diabetic ketoacidosis have been attributed to atypical antipsychotics (55).

Given the Achilles’ heel of the advanced treatments, regularly monitoring sugar

metabolic functions is therefore a responsibility of prescribing psychiatrists.

2.13. Atypical Antipsychotics:

Different Areas of the Brain, Different Effects

Serotonin inhibits dopamine release. Blockade of serotonin 2A receptors, there-

fore, allows dopamine transmission to occur (56). Atypical antipsychotics have sero-

tonin- and D2-blocking properties (56). With the potential for both dopamine stim-

ulation as well as blockade, and the side effects of blockade, the answer to the riddle

of atypical antipsychotics rests in the neuroanatomy.

In the nigrostriatal area, atypical antipsychotics block a far lower percentage of

D2 receptors than traditional antipsychotics. The degree of blockade remains below

the threshold to produce parkinsonian effects (56).

Dopamine blockade causes prolactin release; serotonin blockade limits prolac-

tin release (56). Effects on prolactin levels differ between antipsychotics, suggesting

other neurochemical or neuroanatomical forces are also pertinent.

In the mesolimbic pathway, where dopamine transmission influences psychotic

symptoms, dopamine blockade predominates over the effects of serotonin 2A blockade
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Pharmaceutical marketing campaigns have highlighted the association of thio-

ridazine, especially, with torsades de pointes, a disturbance featuring prolonged car-

diac rhythm conduction (67). Theoretically, torsades de pointes may be responsible for

some sudden deaths attributed to antipsychotics, if heart rhythm conduction is slowed

to a severe degree. However, because antipsychotics and diagnoses of torsades de pointes

have no more than rarely been demonstrated in practice (68), the current discussion in

the medical literature may prove to be overestimated in its importance to later forensic

questions.

Given that the rare phenomenon of sudden death is real, the need to minimize

the risk of torsades de pointes is necessary. Attention to combinations of medicines

and their relative risk is therefore essential. Antipsychotics that may introduce risk in

patients who are on other medicines that affect cardiac conduction also include dro-

peridol (69). This medicine, used more frequently in perioperative settings, or in emer-

gency rooms, has been assigned a special warning by the FDA, for reasons similar to

the noticeably more risky thioridazine (70).

2.16. Neuroleptic Malignant Syndrome

This very uncommon, but emergent condition may spontaneously arise in those

who have been prescribed antipsychotics, particularly the traditional variety (71). Neu-

roleptic malignant syndrome (NMS) is characterized by a collapse of the body’s regulat-

ory system—blood pressure, temperature, and pulse—followed by catastrophic muscle

breakdown all over the body. If not treated, NMS results in death from respiratory

failure (resulting from breakdown of muscles in the respiratory apparatus), or kidney

failure (resulting from sludging of proteins from muscles being broken down) (72).

It is not so simple to explain NMS as attributable to dopamine blockade. The pri-

mary treatment of NMS is a neuromuscular blocking agent. And, in more recent years,

atypical antipsychotics have been implicated in cases of NMS, specifically olanzapine

(73), quetiapine (74), clozapine (75), and risperidone (76).

The neurophysiologic causes of NMS have not been identified, and no way of

preventing it has been found. Clinicians are thus forced to be vigilant for signs of early

NMS, in order to immediately stop the antipsychotic medication or arrange for more

supportive care, if necessary. NMS is clearly a condition where immediate recogni-

tion and aggressive response is necessary in order to prevent death. Unfortunately, in

some cases, quick intervention is still too late.

2.17. Sexual Side Effects: Serotonin and Others

A number of neurochemicals affected by antipsychotics impact the sexual-response

cycle. Stage one of the cycle, libido, is enhanced by dopamine (77) and diminished by

prolactin (77). Antipsychotics therefore can potentially diminish libido by dopamine

blockade and/or enhancing prolactin release.

Stage two, arousal, involves erection in men and lubrication in women. Arousal

is enhanced by acetylcholine, and more indirectly by dopamine. Serotonin indirectly

may reduce arousal, but this effect has been identified only in patients taking antide-

pressants (78). Arousal, therefore, can be inhibited by both traditional and atypical anti-

psychotics through two mechanisms, anticholinergic and dopamine-blocking activity.
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Stage three, orgasm, is not affected by dopamine, acetylcholine, or other of the prin-

cipal neurochemicals of antipsychotics. However, serotonin diminishes orgasm (79),

which may explain orgasm difficulties found in those prescribed atypical antipsychotics.

Thus, most traditional and atypical antipsychotics invariably affect the gonadotro-

pic hormonal system. Ultimate effects on relationships and marriages, as well as pro-

creation, can be profound.

Priapism is a rare side effect in which blood is trapped in the erect penis because

of circulatory changes (80). This rare effect is associated with those antipsychotics,

chlorpromazine and thioridazine in particular, with the greatest �-adrenergic blockade

(80). Fortunately, this reaction is very rare, enough that it should not be affecting pre-

scribing decisions unless it has happened. An informed patient can recognize that pri-

apism is medicine related, and can seek treatment in an emergency room without panic.

The management of sexual side effects is, well, a touchy subject. Many of those

who take antipsychotics have very guarded boundaries and have difficulty broaching

issues of sexuality. Impotence and sexual disinterest is embarrassing for them, and

often feeds into and off of a low self-esteem that becomes the major, chronic illness.

This area is an example of the burden facing the psychiatrist to educate patients at the

time of informed consent about sexual side effects, and to probe side effects beyond

perfunctory general questions or questionnaires. However questionnaires may satisfy

standards of care, they do not represent quality care.

2.18. Seizures

Traditional antipsychotics lower the threshold at which someone with a history

of seizures will experience a seizure (81). In practice, this risk is primarily pertinent

to those with already diagnosed seizure disorders. The atypical antipsychotic clozapine

may directly cause seizures at higher dose, even in patients with no previous history

(82). If there are no treatment alternatives, that drawback does not outweigh the bene-

fits of continuing to prescribe the medicine.

However, seizures from medications can be reduced in frequency with antiseizure

medicines added to the regimen. Other interactions must then be addressed, specifi-

cally those resulting from the tendency of many antiseizure medicines to lower blood

concentrations of antipsychotics.

Poor physician management of antipsychotic drug treatment is often the reason

for intolerable side effects. If patients discontinue treatment because of unacceptable

experiences with antipsychotics when medicines might have been helpful had they been

competently managed, injury relating to unmanaged illness may establish a viable mal-

practice claim.

2.19. Interactions and Drug Metabolism

Ingested and injected antipsychotics are eventually broken down in the liver, through

the enzyme system known as cytochrome P450 (CYP). From there, a transformed

product, as well as unchanged drug, enter the bloodstream to exert their effects (83).

This CYP system involves many subsystems, or isoenzymes (84). Research in

recent years has increasingly delineated which of the isoenzymes systems is responsi-

ble for metabolizing which drugs, what drugs inhibit that metabolism, and what drugs
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stimulate that metabolism. Well over 30 isoenzymes in the CYP system have been

identified to date. The known isoenzymes associated with antipsychotic metabolism

are listed in Table 2.

Generally, antipsychotics are metabolized by multiple means; this may explain

why the blood levels of antipsychotics, based on available research, tend to be less

affected by medicines that activate or inhibit at the level of the CYP system (85). Most

combinations of medicines with antipsychotics have not yet been studied to the end

point of clear impact of medicines on the metabolism of that specific drug, with a few

exceptions.

Medicines that slow the metabolism of traditional antipsychotics do so by inhib-

iting those enzymes in the liver that would otherwise break down the antipsychotics.

This causes the antipsychotics to accumulate, and for side effects, including cognitive

effects, to be more pronounced (86). A list of medicines that inhibit the breakdown of

the above antipsychotics appears in Table 3.

Still other medicines add their own anticholinergic properties, and can heighten

the cognitive impairing effects of traditional antipsychotics (86). The antidepressants

with the highest anticholinergic qualities are amitryptyline and imipramine.

Whereas these medicines are far less commonly prescribed for depression and

anxiety compared to previous years, tricyclic antidepressants often are prescribed to

help treat pain. Therefore, particularly when patients are seeing more than one special-

ist, communication between all clinicians is vital to minimize risks associated with pre-

scribing a patient an overly anticholinergic regimen.

Those medicines that stimulate CYP enzymes in the liver to break down antipsy-

chotics faster gain forensic significance when a subsequent drop in medication levels

leads to a relapse of symptoms, and behaviors or consequences of the relapsed condi-

tion. The accompanying Table 4 lists medicines that lower the blood levels of circu-

lating antipsychotics.

2.19.1. Other Agents Affecting Antipsychotic Blood Levels

The antidepressant nefazodone has been shown to decrease the clearance of halo-

peridol from the body by about 33%. Given haloperidol’s association with parkinson-

ism, and that effect’s increase in risk associated with falls, coadministration of these

drugs should be performed with attentive care. On the other hand, another antidepres-

sant, venlafaxine, has been shown to increase the clearance of a single dose of halo-

peridol (87).

Table 2
Antipsychotics and the Cytochrome P450 System

Enzyme Drugs Metabolized

CYP1A2 clozapine, chlorpromazine, mesoridazine, thioridazine, olanzapine,

trifluoperazine, thiothixene

CYP2D6 clozapine, olanzapine, sertindole, thioridazine, risperidone, perphenazine,

molindone, fluphenazine, mesoridazine, chlorpromazine, thiothixene

CYP3A pimozide, quetiapine, ziprasidone, clozapine, chlorpromazine, mesoridazine,

haloperidol, sertindole
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Table 3
Antipsychotics and Inhibition of P450 Enzymes

Antipsychotic Degree of
CYP Whose Metabolism Inhibiting Medicine-Type Inhibition,
System Inhibited or Use of Medicine if Known

1A2 clozapine, chlorpromazine, fluvoxamine—antidepressant high

mesoridazine, thioridazine, cimetidine—gastric distress

olanzapine, trifluoperazine, ciprofloxacin—antibiotic high

thiothixene norfloxacin—antibiotic

paroxetine—antidepressant moderate

moclobemide—antidepressant

tertiary tricyclic antidepressants moderate

2D6 clozapine, olanzapine, ritonavir—anti-AIDS moderate

sertindole, thioridazine, indinavir—anti-AIDS low

risperidone, perphenazine, fluoxetine—antidepressant high

fluphenazine, mesoridazine, paroxetine—antidepressant high

chlorpromazine sertraline—antidepressant moderate

fluvoxamine—antidepressant low

citalopram—antidepressant low

venlafaxine—antidepressant low

bupropion—antidepressant low

secondary tricyclic antidepressants moderate

moclobemide—antidepressant low

perphenazine—antipsychotic low

fluphenazine—antipsychotic low

mesoridazine—antipsychotic low

haloperidol—antipsychotic low

chlorpromazine—antipsychotic low

sertindole—antipsychotic

thioridazine—antipsychotic

cimetidine—gastric distress

cocaine

methadone

quinidine—anti-arrhythmic

amiodarone—anti-arrhythmic

(continued)

Tricyclic antidepressants increase the blood levels of one or both drugs when

administered together with antipsychotics (87).

For some with psychotic illnesses, combination drug therapy with multiple anti-

psychotics is employed. This practice has been described as causing untoward and

unusual side effects, from increasing the likelihood of parkinsonism to NMS (88).

The antipsychotic thioridazine and the antiseizure medicine phenytoin have been

shown to decrease circulating levels of quetiapine, however (89). And, administration

of the antipsychotic risperidone, or clozapine, with the antimanic valproate results in

an inconsistent concentration of both drugs (89). These interactions are clinically sig-
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Table 3 (continued )

Antipsychotic Degree of
CYP Whose Metabolism Inhibiting Medicine-Type Inhibition,
System Inhibited or Use of Medicine if Known

3A pimozide, quetiapine, ritonavir—anti-AIDS high

ziprasidone, clozapine, indinavir—anti-AIDS high

sertindole, chlorpromazine, amprenavir—anti-AIDS

mesoridazine, haloperidol nelfinavir—anti-AIDS moderate

saquinavir—anti-AIDS high

fluvoxamine—antidepressant high

fluoxetine—antidepressant high

sertraline—antidepressant moderate

paroxetine—antidepressant moderate

nefazadone—antidepressant high

tricyclic—antidepressants moderate

thioridazine—antipsychotic

sertindole—antipsychotic

haloperidol—antipsychotic low

erythromycin—antibiotic high

clarithromycin—antibiotic high

azithromycin—antibiotic high

troleandomycin—antibiotic

diltiazem—antihypertensive high

verapamil—antihypertensive

ketoconazole—antifungal

fluconazole—antifungal

omeprazole—antiulcer

itraconazole—antifungal

dexamethasone—steroid low

cimetidine—anti-gastric upset high

amiodarone—antiarrhythmic

mibefradil—antihypertensive high

nificant because of the life morbidity associated with relapsing bipolar disorder and

unstable schizophrenia-spectrum disorders, and the need to treat those conditions with

strict compliance.

Clozapine, when administered together with a benzodiazepine, may result in con-

fusion, excess sedation, or even rare respiratory collapse (90). Caffeine increases blood

levels of clozapine (91); clinicians are wise to anticipate the scenario of a patient self-

medicating for fatigue, with coffee, who initiates a cycle of more sedation and conse-

quent self-medication with coffee.

Risperidone increases blood levels of clozapine (92). A clinician who adds ris-

peridone to clozapine, expecting synergistic antipsychotic effects, may get more syn-

ergy than he or she bargained for.

Clozapine continues to represent a fascinating quandary for clinicians. For those

with difficult to treat psychotic disorders, many experience that drug as the most likely
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Table 4
Antipsychotics and Inducing of P450 Systems

Antipsychotic Degree of
CYP Whose Metabolism Activating Medicine-Type Activation,
System Activated or Use of Medicine if Known

1A2 clozapine, chlorpromazine, ritonavir—anti-AIDS

mesoridazine, thioridazine, phenytoin—antiseizure

olanzapine, trifluoperazine, carbamazepine—antiseizure/

thiothixene    mood stabilizer

barbiturates—antiseizure/sedative

marijuana

cigarettes

omeprazole—antiulcer

2D6 clozapine, olanzapine,

sertindole, thioridazine,

risperidone, perphenazine,

fluphenazine, mesoridazine,

chlorpromazine

3A4 pimozide, quetiapine, ritonavir—anti-AIDS

ziprasidone, clozapine, rifampin—anti-TB

chlorpromazine, efavirenz—anti-AIDS

mesoridazine,  haloperidol, nevirapine—anti-AIDS

sertindole rifabutin—antibiotic

St. John’s wort—antidepressant

felbamate—antiseizure

topiramate—antiseizure

oxcarbazepine—antiseizure/

   mood stabilizer

carbamazepine—antiseizure/

   mood stabilizer

phenytoin—antiseizure

barbiturates—antiseizure/

   sedative dexamethasone-steroids

troglitazone—antidiabetic

antipsychotic to offer meaningful benefit. The drug has its loyalists who contend that

it is the best antipsychotic psychiatry has to offer. However, clozapine’s increased like-

lihood of problematic sedation, orthostatic hypotension, cardiomyopathy, myocarditis,

weight gain, seizures, and effects on bone marrow pose civil medicolegal risks as well.

One study found that clozapine-treated patients were 3.6 times more likely to suf-

fer sudden death compared to patients treated with other psychiatric agents. The same

study, however, showed that those clozapine-treated patients were five times less likely

to die of a condition related to their psychiatric disease (93).

Ultimately, the more potentially toxic the antipsychotic, the more significant a

clinician should appraise a potential interaction, since even a small effect on the metab-

olism of that antipsychotic may elicit side effects that are intolerable even in minor or
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less frequent form. Alternatively, the seemingly minor effect of a small lowering of the

blood level of a medicine may result in a relapse of terribly psychotic symptoms such

as hallucinations or delusions.

The effect of medicines on each other’s metabolism must be remembered when

discontinuing a treatment. Medications that inhibited antipsychotic metabolism, such

as paroxetine or fluoxetine, when discontinued, may have unexpected effects. Levels

of the antipsychotic, no longer inhibited in its metabolism, may drop—resulting in far

worse control over psychotic symptoms. In this manner, a person may be totally com-

pliant yet demonstrate a “surprise” clinical change with forensic ramifications.

Theoretically—and this point must be emphasized—the same point can be made

about smoking. Cigarette smoking activates the metabolism of CYP1A2. Therefore, a

person who stops smoking may have a corresponding increase in blood levels of an

antipsychotic metabolized through this pathway—along with serious side effects asso-

ciated with that change, especially if dramatic.

3. INTERACTIONS OF ANTIPSYCHOTICS WITH OTHER AGENTS

Antipsychotics are less appreciated for the significance of their influence on the

metabolism of other medicines through the CYP system, although perphenazine and

other antipsychotics’ effects as a 2D6 inhibitor are particularly chronicled. This 2D6

inhibitor may become pertinent in reconstructive investigations involving drugs who

are metabolized through that CYP isoenzyme—such as desipramine, nortryptyline,

codeine, antiarrhythmics, and some � blockers. All of these 2D6 medicines can accu-

mulate to a lethal degree in the bloodstream; any drug that inhibits their metabolism,

therefore, is of forensic interest.

Many psychotropics have sedating qualities. Not surprisingly, the sedating quali-

ties of antipsychotics are additive to the effects of other medicines (94). This may have

forensic significance, particularly if such oversedation results in an accident.

However, additive effects of antipsychotics cannot be presumed. Thioridazine,

as noted above, actually decreases circulating blood levels of quetiapine (95).

4. INDIVIDUALITY AND METABOLISM

Forensic examination that focuses on drug interactions must consider that 5–10%

of the Caucasian population, genetically, has a poor capacity to metabolize drugs through

the CYP isoenzyme 2D6 (96). This point is especially important with antipsychotics,

which are principally metabolized via this particular isoenzyme. If need be, a person’s

capacity to metabolize may be tested to resolve forensic questions.

Medicine appreciates the principle that metabolic potential worsens as a person

advances into old age. Therefore, the elderly may be vulnerable to untoward effects of

medicines dosed at prescriptions that may even be modest (97).

Differences in metabolism are increasingly identified that link to gender and race.

Poor 2D6 metabolizers, for example, have been found to be less frequent among Asians

and African Americans, compared to Caucasian populations (98). Though isoenzyme

activity of CYP3A4 has been demonstrated to be 40% greater in younger women (99),

however, the distinctions relating to other isoenzymes are less pronounced. Furthermore,
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the distinctions noted in 3A4, and in 2D6 (lower activity during the luteal phase of the

menstrual cycle) (100), have not been linked by any research to findings that specifi-

cally relate to antipsychotic drug metabolism.

Still, this stage of understanding directs the forensic examiner to monitor the

research in this rapidly evolving area, for research findings will increase the relevance

of identifying ages and stages of culture- and gender-distinct metabolism.

5. IMPLICATIONS FOR CRIMINAL LAW

Drug interactions in criminal law are far less pertinent to cases than the conditions

antipsychotics are prescribed for. For example, most defendants who are unable to

render a knowing or intelligent confession have moderate to severe mental retardation

or significant brain damage that exists independent of the medicine they are taking.

With respect to the voluntariness of their confession, antipsychotics again have little

bearing; even in higher or toxic doses, involuntary actions are not attributable to the

medicines themselves.

Forensic scrutiny of competency to stand trial, or to represent one’s self, should

incorporate a consideration of the medication regimen. Subtle issues noted below are

clearly related to drug interactions. As in other criminal matters, however, symptoms

that compromise competency are more likely to result from the condition itself than

the treatments for it.

Criminal responsibility may be alleged to relate to involuntary intoxication with

medicines, or an untoward reaction from a combination of psychotropics. However,

antipsychotics do not cause violence or criminality. In the particular case of clozapine,

the medicines may be responsible for preventing violence (101). Mitigated criminal

responsibility—as a byproduct of antipsychotic use—would be theoretically more

related to crimes clearly committed during a period of frank confusion, in the absence

of sustained purposefulness. Though obscure, such a plausible scenario will be depicted

below.

Far more likely an issue, for an individual prescribed antipsychotics, is the influ-

ence of the condition itself—or an untreated co-occurring condition—on criminal

responsibility.

5.1. Questioning Considerations

How do drug interactions involving antipsychotics impact a knowing and intelli-

gent confession? Let us consider the following example:

Jimmy Martin, a 25-year-old with a history of schizophrenia, has been admitted

to the emergency room under arrest. He allegedly attacked his neighbor with a stick,

after which the neighbor called the police, and Jimmy is psychotic.

Seen by the ER attending, Jimmy declares that he is “allergic to Haldol.” He is

given chlorpromazine 25 mg along with the benzodiazepine lorazepam. Thirty minutes

later, he is seen with a stiff neck, and is diagnosed with dystonia. Given benztropine,

Jimmy’s dystonia lifts.

Once he is calmer, police interview Jimmy, a man of average intelligence. He tells

police he attacked his neighbor.



6. Antipsychotic Drugs and Interactions 205

Was his confession intelligent, and knowing? The forensic examiner needs to

review the results of the examinations closest in time to the administration of his benz-

tropine and chlorpromazine to appraise whether there were any signs of confusion or

memory disturbance originating from anticholinergic effects.

Reviewing the confession statement, should it be taped or transcribed, enables the

examiner to match details of the confession with the alleged crime. Inconsistent details,

a changing story, and/or a confused pattern of relating may herald cognitive impair-

ment originating from a drug interaction involving an anticholinergic antipsychotic.

Of course, should Jimmy be noted as difficult to rouse, due to the cumulative seda-

tion of the lorazepam and chlorpromazine, the ER chart would indicate such a condition.

Adequate medical chart documentation of the mental-status exam of prisoners

helps resolve questions of knowing and intelligent communications. Never should side

effects be presumed. On the contrary, traditional charting practices note changes in the

mental status; no news in an ER is more often no news (or not examined). A lack of doc-

umentation bespeaks an unmonitored patient, or a patient that did not call attention to

her or himself through a deteriorating or obviously changed condition.

Irrespective of legal burdens, the medical chart defines events or nonevents. The

burden is on a disagreeing party to prove documentation wrong. Future examiners should

later raise suspicion of the role of drug interactions only when (a) a change in cogni-

tive ability is documented and (b) that change coincides with the administration sched-

ule of the medicine, as well as the expected times of their expression of effects and side

effects.

5.2. Criminal Competencies

When one considers the abilities being assessed, there is truly no basis to contest

competency to stand trial on the basis of theoretical drug interactions alone. Given

that the trial is extended, any communication between the attorney, or the court, with

a defendant should elicit evidence that a person has memory, concentration, or atten-

tion problems attributable to the medication regimen. Because these effects are easily

reversible, typically within hours to days, a simple telephone call to a caregiving physi-

cian can remedy a problem rather than derailing the administration of justice by months

simply to lower the dose of a drug.

Mac Brown, a 50-year-old bank employee charged with robbery, has asked the

court if he can represent himself. Currently prescribed mesoridazine and trihexypheni-

dyl, he seemed a bit confused in court, though he is relatively intelligent and educated.

An examination of Mr. Brown reveals him to have a mild delirium. Alteration of

his medicines results in a full resolution of the confusion within 18 hours.

Of course, in such cases, modifying the medication may provide only temporary

improvement. In fact, lowering the medicines may prompt a relapse of dramatic symp-

toms of the underlying illness, which may affect competency far more vividly than

mere drug interactions.

For this reason, delaying the proceedings an additional several days to monitor

for mental deterioration of other origin makes good clinical and judicial sense. In the

end, drug interactions leading to compromised competency to stand trial need not result

in the kinds of delays associated with allowing the effects of acute illness to simmer

down.
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Competency to be executed is, of course, a standard that is so easy to achieve that

a person who is quite mentally impaired may still satisfy criteria. Advanced illness is

invariably the causal factor behind such pronounced incapacitation. However, the

desperate culture—among both doctors opposed to capital punishment and patients

determined to evade the death penalty—makes for interesting possibilities.

For instance, Barry Peterson, convicted of the sex murder of a child, is sentenced

to death. Over the course of his stay on death row, and while receiving counseling,

he is prescribed sedating antipsychotics to sleep. As his execution date approaches,

he becomes progressively more confused. His attorney contests his competency to be

executed.

The death row setting and the stress of impending execution are extreme enough to

precipitate psychosis. But opposing counsel should still order a comprehensive drug

screen, with quantification if necessary. Given the pills and drugs that circulate among

prisoners and prison employees, the ease with which a prisoner can hoard and employ

mind-altering medicines must be accounted for in any such forensic examination.

So, too, must the prescription decisions of physicians. A doctor may choose, for un-

conscious or conscious reasons, a prescription whose drug interactions render a death

row patient exceptionally disoriented. Without careful accountability, this can be explained

away in a medical chart as arising from illness.

Physicians are to be assumed to mean well. However, we must also remember that

to many doctors, meaning well involves saving the life of a condemned person at all costs.

Careful oversight into the prescribing history of the death row psychiatrist is therefore

sensible diligence for the attorney presented with an inmate who has become less compe-

tent, perhaps incompetent, to be executed.

5.3. Medication Defenses

Antipsychotics do not directly disinhibit, and do not cause acute psychiatric ill-

nesses. In unusual circumstances, interactions can result in crimes that reflect the prod-

uct of untoward medication effects.

Sharon Perez was prescribed thiothixene and benztropine. Her psychiatrist felt

she looked a bit stiff in her previous appointment, and increased the benztropine. Ms.

Perez became increasingly confused, and later exited her apartment at approximately

10:00 PM after hanging up with her mother. Her mother was worried enough after the

conversation to drive over to Sharon’s house.

Too late. Sharon had already gone for a drive. She had driven aimlessly for about

2 miles, before pulling into a convenience store. In so doing, she ran over a customer

walking to her car. Police personnel who arrived at the scene found Sharon, perplexed,

surrounded by store customers. Asked to read her rights, Ms. Perez complained of blurry

vision, though her answers were often irrational.

Notwithstanding the above bizarre example, a prescribed antipsychotic far more

likely reflects diminished capacity through the suggestion that whatever the defendant

was taking at the time of the crime, it may not have been enough.

Therefore, medicines that accelerate the metabolism of the antipsychotic may

be pertinent to a criminal defense, especially if behavioral changes coincided with the

time course of the regimen. If the patient followed a doctor’s instructions, then the
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unexpected ineffectiveness of the medicine may be even further supportive to the

defense (102).

Jerry Kasner has been prescribed clozapine for a number of years. He is compliant

with his appointments, sees his doctors every 2 weeks, and had blood levels taken of

the drug that show him to be in the therapeutic range.

Recently, he takes up smoking. At some point, between appointments, his friends

notice he becomes increasingly withdrawn, taking poor care of his hygiene. On one

occasion, ambling out in a mall, he attacks a young lady, whose screams alert passersby

to intervene.

Jerry is noted to be peculiar in his manner on arrest, but says very little. Follow-up

blood testing reflects that clozapine is still in his system, but in a substantially lower

blood concentration.

Typically, patients who consume intoxicants are judged as having become volun-

tarily intoxicated (103). Laws may be more accommodating to the benefit of the defense

if a defendant drank alcohol or took an illicit drug with the expectation of relief, espe-

cially if he were suffering from psychotic mental illness, and the existing antipsycho-

tic regimen was ineffective (104).

6. IMPLICATIONS FOR CIVIL CASES

Antipsychotics have traditionally been the heaviest artillery in the psychiatric drug

armamentarium. Also known as “major tranquilizers,” the traditional antipsychotics

assumed forensic significance because of the significant side effects that could appear

fairly dramatically with relatively small fluctuations in dose of the medicine.

With the revolution of psychopharmacology, and the release and widespread use

of atypical antipsychotics, forensic civil implications have changed for these medi-

cines. Because there are medicines now available that are not as associated with signif-

icant side effects, future civil forensics will relate more directly to the decision to choose

traditional vs atypical antipsychotics.

7. DISABILITY, WORKPLACE, AND AMERICANS WITH DISABILITIES ACT

Adaptation to the workplace when taking traditional antipsychotics was long a

major obstacle. As significant as the impairments from schizophrenia, schizoaffective

disorder, bipolar disorder, and psychotic depression are, the impact of those illnesses

on employability was worsened by the often-unavoidable side effects of traditional

antipsychotics.

The effects of akathisia, driving a person to perpetual motion, would interfere with

the essential functions of most work. The cognitive effects of other traditional antipsy-

chotics also limit even compliant patients with major psychiatric disorders from fulfill-

ing the core demands of intellectual dexterity of many positions.

Parkinsonism also impacts on one’s ability to perform essential functions. The

condition, which limits the ability to move quickly and spontaneously, may substan-

tially curtail the efficiency with which one can do any task that requires movement.

Furthermore, the masklike face of parkinsonism (105) calls attention to an employee

as “medicated,” and can further isolate someone who especially needs the support.
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7.1. New Frontiers of Accommodation

With the release of clozapine, and later, olanzapine, and seroquel, treatments

became available that do not affect movement, do not cause parkinsonism, and do not

produce confusion. Employees can now engage in more intellectually competitive

pursuits, even while taking atypical antipsychotics (106).

The obstacles of traditional antipsychotics have been removed by the next gener-

ation. Now, employers can more easily anticipate reversible side effects, and more easily

accommodate side effects of interactions such as increased sedation (a side effect of all

of the atypical antipsychotics), or dizziness upon rapidly standing (clozapine) (107).

Advances in antipsychotic technology are the most important development in the

reintegration of employees under the Americans with Disabilities Act (ADA). They ren-

der many questions of insurmountable side effects obsolete.

Poor compliance with treatment has also had a major impact on accommodating

employees with psychotic mental illness. Atypical antipsychotics have been demon-

strated to have superior compliance (108), which in turn promotes maintaining a symp-

tom-free presentation and adherence to a plan worked out for an employee.

7.2. Tomorrow’s Cases

Mark Frost, 28, has a history of bipolar disorder. He began psychiatric treatment

for the first time last month. At the time of the onset of his illness, he was 6 months

removed from law school and had no health insurance. Upon admission to a city hos-

pital, he was given fluphenazine and lithium. His symptoms resolved relatively quickly.

After his discharge, Mark began a new position. While he remained without manic

symptoms, he noticed a subjective sense of great restlessness. Others at his firm noticed

that he was pacing about the office. After gentle input, a senior partner demanded a drug

test, suspecting Mark of being on cocaine or amphetamines.

No cocaine was found in Mark’s blood; however, when he demonstrated traces of

fluphenazine, and his firm confronted him, Mark disclosed his condition. The employer

contacted Mark’s psychiatrist to advise him of the firm’s concerns; the psychiatrist

changed Mark’s antipsychotic to olanzapine. Soon afterward, Mark spent noticeably

more time at his own desk, without pacing about, and others noted him to be more crea-

tive as well.

However, Mark would appear somewhat sluggish in the early morning. A follow-

up call to the psychiatrist resulted in the firm’s agreement to shift his starting time at

work to 10:00 AM. Mark settled into the firm and remains a key part of the firm’s future.

As we become more acquainted with the atypical drugs, previously unrecognized

interactions will be discovered. Case reports describe panic attacks arising, for exam-

ple, in those treated with high-dose antipsychotics (109). Modifying the regimen and

early intervention, in such cases, quickly reverses the side effects without necessarily

having to accommodate the condition by changing occupational responsibilities.

Unfortunately for some, even those who derive benefit from the atypical antipsy-

chotics, residual symptoms of the condition may linger. If these symptoms interfere

with the performance of essential functions, then even the most tolerable medicines

will not salvage the employee’s job or warrant accommodation by the employer.
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Whenever an employee on an antipsychotic raises an ADA issue, the workplace

should immediately establish channels of communication with the treating psychiatrist.

Should an employee demonstrate a sudden mental or physical deterioration, any neces-

sary changes relating to contributing drug interactions can be recommended, with quick

response. Such structure also reinforces the need for continued compliance with treat-

ment. Adherence to boundaries of confidentiality can still be easily respected.

8. MALPRACTICE AND OTHER TORT LITIGATION

Malpractice litigation relating to interactions of antipsychotics is evolving. In

the past, physicians confronted liability based on the consequences of traditional anti-

psychotic side effects, heightened by interactions. In the future, malpractice suits will

originate based upon the physician’s decision to prescribe a traditional antipsychotic

instead of an atypical antipsychotic.

Informed consent continues to be overlooked in malpractice litigation. However,

informed consent requires disclosure of alternative forms of treatment. Atypical anti-

psychotics are drugs of choice; therefore, liability may be clear when a patient suffers

from the side effects of a traditional antipsychotic when an atypical agent was available

and this option was not presented to the patient or otherwise considered.

Since psychiatric malpractice originates most commonly after unwanted death,

particular attention needs to be directed to medication regimens in cases of sudden death.

Postmortem toxicology studies may rule out overdose, but medications may still be respon-

sible. Chlorpromazine and thioridazine are two antipsychotics that can cause substantial

drops in blood pressure (110). This effect can be more pronounced in patients given tri-

cyclic antidepressants and monoamine oxidase inhibitors (110).

Significant hypotension has also been described with mesoridazine and clozapine

(110). Since so many other medication options are available to treat acute agitation,

and psychosis, clinical practice warrants accounting for why these medicines are pre-

scribed instead of medicines that do not represent any risk to the circulatory system—

particularly in the medically vulnerable or in those at risk for suicide by overdose.

Unwanted lethality may rarely arise from the very rare side effect of agranulocy-

tosis, or loss of ability to make white blood cells, attributed to clozapine. Risk of this

side effect may be heightened by a number of anti-AIDS (111) or anticancer agents

(112), as well as with carbamazepine (113). Again, accounting for this risk is sufficient,

especially if clinical choices are more restricted.

Other interactions are not so easy to resolve in a cause–effect manner. Sometimes,

polypharmacy can collectively worsen a condition. Sometimes the interactions of med-

icines prescribed for nonpsychiatric conditions can affect glucose metabolism, or worsen

sexual function, or contribute to weight gain. These problems may lead to the develop-

ment of diabetes, divorce, or cardiac problems, respectively. The prescribing physi-

cian has a duty to monitor for these difficulties, and to discuss and resolve the problems

with his or her patient, regardless of the different possible causes.

Interactions with antipsychotics may impact tort liability if a patient’s excessive

sedation or confusion results in impaired operation of a motor vehicle or other lethal

equipment. Interactions that increase blood levels of clozapine may be responsible for
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causing seizures (114), which can create a highway catastrophe. In this regard, standard

psychiatric practice has reinforced the responsibility for psychiatrists to advise patients

of risks associated with operating such items when prescribed antipsychotics.

9. COMPETENCY TO INVEST, TESTAMENTARY CAPACITY

Legal questions, often posthumous, arise over decisions to invest or to earmark

assets. Since trusts and wills often concern individuals with health problems, such deci-

sions may be affected by the interactions of prescribed drugs. Cases involving such

competencies therefore warrant close scrutiny of medical, prescription, and pharmacy

records. Comparison of decisions made, with corresponding dates, yields vital detail

about the relevance of drug interactions.

As agitation in the medically ill, and in the elderly, is often treated with antipsy-

chotics, confusion and sedation may be attributable to the medicine—if not the under-

lying condition. Careful consideration of the clinical course will enable the distinction

of whether a drug interaction was responsible.

The elderly, and those incapacitated who are making financial decisions, are

particularly vulnerable to undue influence. Loving relatives with self-serving motives

can position themselves opportunistically. For this reason, sedation, heightened by drug

interactions, should also be tracked. If undue influence is suspected, and the agent had

continuous proximity to an ill but wealthy patient, the deceased’s blood should be tested

to ensure that no medicines were administered, in combination, that would have perpet-

uated mental incapacity or hastened death.

The study of drug interactions is ongoing. New discoveries from clinical use of

combinations of an ever-growing pharmacopoeia add to our appreciation of interac-

tions. These findings will one day provide answers to some of the peculiar forensic sce-

narios that we now suspect are influenced by drug interactions, but cannot yet explain.
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1. ANTIARRHYTHMICS

1.1. Drug Classification (see Fig. 1)

According to the Vaughan Williams classification (1), class I drugs block the

fast sodium channel. They, in turn, may be divided into three subgroups:

1. Class IA. Drugs that reduce Vmax and prolong action potential duration: quinidine,

procainamide, disopyramide; kinetics of onset and offset in blocking the Na+ channel

are of intermediate rapidity (<5 s).

2. Class IB. Drugs that do not reduce Vmax and that shorten action potential duration:

mexiletine, phenytoin, and lidocaine; fast onset and offset kinetics (<500 ms).

3. Class IC. Drugs that reduce Vmax, primarily slow conduction, and can prolong refrac-

toriness minimally: flecainide, propafenone, and probably moricizine; slow onset and

offset kinetics (10–20 s).

4. Class II drugs block beta-adrenergic receptors and include propranolol, timolol, meto-

prolol, and others.

5. Class III drugs block potassium channels and prolong repolarization. They include

sotalol, amiodarone, bretylium, and ibutilide.

6. Class IV drugs block the slow calcium channel and include verapamil, diltiazem.

A more realistic view of antiarrhythmic agents is provided by the “Sicilian gambit

(2).” This approach to drug classification is an attempt to identify the mechanisms of

a particular arrhythmia, determine the vulnerable parameter of the arrhythmia most

susceptible to modification, define the target most likely to affect the vulnerable param-

eter, and then select a drug that will modify the target.

Use of antiarrhythmic agents requires particular care because of the narrow thera-

peutic index of these drugs. Fortunately, we have reliable clinical end points for assess-

ing efficacy and toxicity with a number of these agents (3). Unfortunately, however,
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toxicity can manifest as the very same arrhythmias for which these drugs are instituted.

As a consequence, the clinician can make the potentially fatal error of misdiagnosing

toxicity as lack of efficacy and responding in a manner antithetical to that required.

This phenomenon is of particular concern for the class I agents (as with quinidine

and flecainide, e.g.). These agents are usually used to treat ventricular tachyarrhythmias,

but their own inherent cardiotoxicity may be the same arrhythmia. It is important to

emphasize that the pharmacologic effects of these drugs can often be quantified by

measuring the cardiac-output (QT) interval, corrected for heart rate, and the duration

Fig. 1. Action potential and antiarrhythmic drug class (darker = drug effect on action potential).
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of the QRS (quick release system) complex. If a patient manifests ventricular tachyar-

rhythmias with prolongation of the QT interval or widening of the QRS complex, one

should suspect a toxic etiology for these arrhythmias rather than lack of efficacy of

the drugs. If such toxicity is misdiagnosed and treatment is continued or higher doses

are instituted, the consequences could be disastrous.

1.2. Side Effects

Antiarrhythmic drugs produce one group of side effects that relate to excessive dos-

age and plasma concentrations, resulting in both noncardiac (e.g., neurological defects)

and cardiac (e.g., heart failure, some arrhythmias) toxicity, and another group of side

effects unrelated to plasma concentrations, termed idiopathic. Examples of the latter

include procainamide-induced lupus syndrome, amiodarone-induced pulmonary tox-

icity (although a recent publication relates maintenance dose to this side effect), and

some arrhythmias such as quinidine-induced torsades de pointes.

Drug-induced or drug-aggravated cardiac arrhythmias (proarrhythmia) are a major

clinical problem. Electrophysiological mechanisms probably relate to prolongation of

repolarization, the development of early afterdepolarizations to cause torsades de pointes,

and alterations in reentry pathways to initiate or sustain ventricular tachyarrhythmias.

Proarrhythmic events can occur in as many as 5–10% of patients. Heart failure increases

proarrhythmic risk. Patients with atrial fibrillation treated with antiarrhythmic agents

had a 4.7 relative risk of cardiac death if they had a history of heart failure compared

with patients not so treated who had a 3.7 relative risk of arrhythmic death. Patients

without a history of congestive heart failure had no increased risk of cardiac mortality

during antiarrhythmic drug treatment. Reduced left ventricular function, treatment

with digitalis and diuretics, and longer pretreatment QT interval characterize patients

who develop drug-induced ventricular fibrillation. The more commonly known pro-

arrhythmic events occur within several days of beginning drug therapy or changing

dosage and are represented by such developments as incessant ventricular tachycardia,

long QT syndrome, and torsades de pointes. However, in the Cardiac Arrhythmia Sup-

pression Trial (CAST) (4), encainide and flecainide reduced spontaneous ventricular

arrhythmias but were associated with a total mortality of 7.7 vs 3.0% in the group receiv-

ing placebo. Deaths were equally distributed throughout the treatment period, raising

the important consideration that another kind of proarrhythmic response can occur

some time after the beginning of drug therapy. Such late proarrhythmic effects may

relate to drug-induced exacerbation of regional myocardial conduction delay due to

ischemia and heterogeneous drug concentrations that may promote reentry. Moricizine

also increased mortality, leading to termination of CAST II (5).

1.2.1. Quinidine (Class IA)

The most common adverse effects of chronic oral quinidine therapy are gastro-

intestinal (GI), including nausea, vomiting, diarrhea, abdominal pain, and anorexia.

GI side effects may be milder with the gluconate form. Central nervous system (CNS)

toxicity includes tinnitus, hearing loss, visual disturbances, confusion, delirium, and

psychosis. Cinchonism is the term usually applied to these side effects. Allergic reac-

tions may be manifested as rash, fever, immune-mediated thrombocytopenia, hemolytic
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anemia, and rarely, anaphylaxis. Thrombocytopenia is due to the presence of antibodies

to quinidine-platelet complexes, causing platelets to agglutinate and lyse. In patients

receiving oral anticoagulants, quinidine may cause bleeding. Side effects may preclude

long-term administration of quinidine in 30–40% of patients. Quinidine can slow car-

diac conduction, sometimes to the point of block, manifested as prolongation of the

QRS duration or sinoatrial (SA) or arterovenous (AV) nodal conduction disturbances.

Quinidine-induced cardiac toxicity can be treated with molar sodium lactate. Quinidine

can prolong the QT interval and cause torsades de pointes in 1–3% of patients. Quinidine

may produce syncope in 0.5–2.0% of patients, most often the result of a self-terminat-

ing episode of torsades de pointes. Torsades de pointes may be due to the development of

early afterdepolarizations, as noted. Quinidine prolongs the QT interval in most patients,

whether or not ventricular arrhythmias occur, but significant QT prolongation (QT

interval of 500–600 ms) is often a characteristic of quinidine syncope. Many of these

patients are also receiving digitalis or diuretics. Syncope is unrelated to plasma concen-

trations of quinidine or duration of therapy. Hypokalemia often is a prominent feature.

Therapy for quinidine syncope requires immediate discontinuation of the drug and

avoidance of other drugs that have similar pharmacological effects, such as disopyra-

mide, since cross-sensitivity exists in some patients. Magnesium given intravenously

(2 gm over 1–2 min, followed by an infusion of 3–20 mg/min) is probably the initial

drug treatment of choice. Atrial or ventricular pacing can be used to suppress the ven-

tricular tachyarrhythmia and may act by suppressing afterdepolarizations. For some

patients, drugs that do not prolong the QT interval, such as lidocaine or phenytoin, can

be tried. When pacing is not available, isoproterenol can be given with caution.

Drugs that induce hepatic enzyme production, such as phenobarbital and pheny-

toin, can shorten the duration of quinidine’s action by increasing its rate of elimination.

Quinidine may elevate serum digoxin and digitoxin concentrations by decreasing total-

body clearance of digitoxin and by decreasing the clearance, volume of distribution,

and affinity of tissue receptors for digoxin.

1.2.2. Procainamide (Class IA)

Multiple adverse noncardiac effects have been reported with procainamide admin-

istration and include skin rashes, myalgias, digital vasculitis, and Raynaud’s phenom-

enon. Fever and agranulocytosis may be due to hypersensitivity reactions, and white

blood cell and differential blood counts should be performed at regular intervals. GI

side effects are less frequent than with quinidine, and adverse CNS side effects are less

frequent than with lidocaine. Procainamide can cause giddiness, psychosis, hallucina-

tions, and depression. Toxic concentrations of procainamide can diminish myocardial

performance and promote hypotension. A variety of conduction disturbances or ventric-

ular tachyarrhythmias can occur similar to those produced by quinidine, including pro-

longed QT syndrome and polymorphous ventricular tachycardia. N-Acetylprocainamide

(NAPA) also can induce QT prolongation and torsades de pointes. In the absence of sinus

node disease, procainamide does not adversely affect sinus node function. In patients

with sinus dysfunction, procainamide tends to prolong corrected sinus node recovery

time and can worsen symptoms in some patients who have the bradycardia-tachycardia

syndrome. Procainamide does not increase the serum digoxin concentration. Arthralgia,
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fever, pleuropericarditis, hepatomegaly, and hemorrhagic pericardial effusion with tam-

ponade have been described in a systemic lupus erythematosus (SLE)-like syndrome.

The syndrome can occur more frequently and earlier in patients who are “slow acety-

lators” of procainamide and is influenced by genetic factors. The aromatic amino group

on procainamide appears important for induction of SLE syndrome, since acetylating

this amino group to form NAPA appears to block the SLE-inducing effect. Sixty to

70% of patients who receive procainamide on a chronic basis develop antinuclear anti-

bodies, with clinical symptoms in 20–30%, but this is reversible when procainamide is

stopped. When symptoms occur, SLE cell preparations are often positive. Positive sero-

logical tests are not necessarily a reason to discontinue drug therapy; however, the devel-

opment of symptoms or a positive anti-DNA antibody is, except for patients whose life-

threatening arrhythmia is controlled only by procainamide. Steroid administration in

these patients may eliminate the symptoms. In contrast to naturally occurring SLE, the

brain and kidney are spared, and there is no predilection for females.

1.2.3. Disopyramide (Class IA)

Three categories of adverse effects follow disopyramide administration. The most

common relates to the drug’s potent parasympatholytic properties and includes urinary

hesitancy or retention, constipation, blurred vision, closed-angle glaucoma, and dry mouth.

Symptoms may be minimized by concomitant administration of pyridostigmine. Sec-

ond, disopyramide can produce ventricular tachyarrhythmias that are commonly asso-

ciated with QT prolongation and torsades de pointes. Some patients can have “cross-

sensitivity” to both quinidine and disopyramide and develop torsades de pointes while

receiving either drug. When drug-induced torsades de pointes occurs, agents that pro-

long the QT interval should be used very cautiously or not at all. Finally, disopyramide

can reduce contractility of the normal ventricle, but the depression of ventricular func-

tion is much more pronounced in patients with preexisting ventricular failure. Occasion-

ally, cardiovascular collapse can result.

1.2.4. Lidocaine (Class IB)

The most commonly reported adverse effects of lidocaine are dose-related mani-

festations of CNS toxicity: dizziness, paresthesias, confusion, delirium, stupor, coma,

and seizures. Occasional sinus node depression and His-Purkinje block have been re-

ported. In patients with atrial tachyarrhythmias, ventricular rate acceleration has been

noted. Rarely, lidocaine can cause malignant hyperthermia. Both lidocaine and pro-

cainamide can elevate defibrillation thresholds.

1.2.5. Mexiletine and Tocainide (Class IB)

These drugs, with a lidocaine-like spectrum of activity but active after oral admin-

istration, are both weak bases that demonstrate increased excretion with acidification

of the urine. This phenomenon is unlikely to be clinically important, for the urine pH

is normally acidic, and the amount of drug excreted in the urine unchanged is less than

10 and 30–50%, respectively. However, there remains the potential for patients with

disorders of urinary acidification to accumulate either of these drugs to toxic levels. It

does not appear that decreased renal function per se importantly influences the kinetics

of either of these agents.
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1.2.6. Flecainide (Class IC)

Proarrhythmic effects are one of the most important adverse effects of flecainide.

Its marked slowing of conduction precludes its use in patients with second-degree AV

block without a pacemaker and warrants cautious administration in patients with intra-

ventricular conduction disorders. Aggravation of existing ventricular arrhythmias or

onset of new ventricular arrhythmias can occur in 5–30% of patients, the increased per-

centage in patients with preexisting sustained ventricular tachycardia, cardiac decom-

pensation, and higher doses of the drug. Failure of the flecainide-related arrhythmia

to respond to therapy, including electrical cardioversiondefibrillation, may result in a

mortality as high as 10% in patients who develop proarrhythmic events. Negative ino-

tropic effects can cause or worsen heart failure. Patients with sinus node dysfunction

may experience sinus arrest, and those with pacemakers may develop an increase in

pacing threshold. In the CAST, patients treated with flecainide had 5.1% mortality or

nonfatal cardiac arrest compared with 2.3% in the placebo group over 10 mo. Mortality

was highest in those with non-Q-wave infarction, frequent premature ventricular com-

plexes, and faster heart rates, raising the possibility of drug interaction with ischemia

and electrical instability. Exercise can amplify the conduction slowing in the ventricle

produced by flecainide and in some cases can precipitate a proarrhythmic response.

Therefore, exercise testing has been recommended to screen for proarrhythmia. CNS

complaints, including confusion and irritability, represent the most frequent noncar-

diac adverse effect.

1.2.7. Propafenone (Class IC)

Minor noncardiac effects occur in about 15% of patients, with dizziness, distur-

bances in taste, and blurred vision the most common and gastrointestinal side effects

next. Exacerbation of bronchospastic lung disease can occur. Cardiovascular side effects

occur in 10–15% of patients, including conduction abnormalities such as AV block,

sinus node depression, and worsening of heart failure. Proarrhythmic responses, more

often in patients with a history of sustained ventricular tachycardia and decreased ejec-

tion fractions, appear less commonly than with flecainide and may be in the range of

5%. The applicability of data from the CAST about flecainide to propafenone is not

clear, but limiting propafenone’s application in a manner similar to other IC drugs seems

prudent at present until more information is available. Its beta-blocking actions may

make it different, however.

1.2.8. Moricizine (Class IC)

Usually the drug is well tolerated. Noncardiac adverse effects primarily involve the

nervous system and include tremor, mood changes, headache, vertigo, nystagmus, and

dizziness. GI side effects include nausea, vomiting, and diarrhea. Worsening of conges-

tive heart failure is uncommon but can happen. Proarrhythmic effects have been reported

in about 3–15% of patients and appear to be more common in patients with severe ven-

tricular arrhythmias. Advancing age increases the susceptibility to adverse effects.

1.2.9. �-Blockers (Class II)

Adverse cardiovascular effects from propranolol include unacceptable hypoten-

sion, bradycardia, and congestive heart failure. The bradycardia may be due to sinus
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bradycardia or AV block. Sudden withdrawal of propranolol in patients with angina

pectoris can precipitate or worsen angina and cardiac arrhythmias and cause an acute

myocardial infarction, possibly owing to heightened sensitivity to �-agonists caused

by previous �-blockade (upregulation). Heightened sensitivity may begin several days

after cessation of propranolol therapy and may last 5 or 6 d. Other adverse effects of

propranolol include worsening of asthma or chronic obstructive pulmonary disease, inter-

mittent claudication, Raynaud’s phenomenon, mental depression, increased risk of hypo-

glycemia among insulin-dependent diabetic patients, easy fatigability, disturbingly vivid

dreams or insomnia, and impaired sexual function.

1.2.10. Amiodarone (6,7) (Class III)

Adverse effects are reported by about 75% of patients treated with amiodarone for

5 yr but compel stopping the drug in 18–37%. The most frequent side effects requir-

ing drug discontinuation involve pulmonary and GI complaints. Most adverse effects

are reversible with dose reduction or cessation of treatment. Adverse effects become

more frequent when therapy is continued long term. Of the noncardiac adverse reac-

tions, pulmonary toxicity is the most serious; in one study it occurred between 6 d and

60 mo of treatment in 33 of 573 patients, with three deaths. The mechanism is unclear

but may relate to a hypersensitivity reaction and/or widespread phospholipidosis. Dys-

pnea, nonproductive cough, and fever are common symptoms, with rales, hypoxia, a

positive gallium scan, reduced diffusion capacity, and radiographic evidence of pul-

monary infiltrates noted. Amiodarone must be discontinued if such pulmonary inflam-

matory changes occur. Steroids can be tried, but no controlled studies have been done

to support their use. A 10% mortality in patients with pulmonary inflammatory changes

results, often in patients with unrecognized pulmonary involvement that is allowed to

progress. Chest roentgenograms at 3-mo intervals for the first year and then twice a

year for several years have been recommended. At maintenance doses less than 300 mg

daily, pulmonary toxicity is uncommon. Advanced age, high drug maintenance dose,

and reduced predrug diffusion capacity (DLco) are risk factors for developing pulmo-

nary toxicity. An unchanged DLco volume may be a negative predictor of pulmonary

toxicity. Although asymptomatic elevations of liver enzymes are found in most patients,

the drug is not stopped unless values exceed two or three times normal in a patient with

initially abnormal values. Cirrhosis occurs uncommonly but may be fatal. Neurological

dysfunction, photosensitivity (perhaps minimized by sunscreens), bluish skin discolor-

ation, corneal microdeposits (in almost 100% of adults receiving the drug more than

6 mo), gastroenterological disturbances, and hyperthyroidism (1–2%) or hypothyroidism

(2–4%) can occur. Amiodarone appears to inhibit the peripheral conversion of T4 to

T3 so that chemical changes result, characterized by a slight increase in T4, reverse

T3 and thyroid-stimulating hormone (TSH), and a slight decrease in T3. Reverse T3

concentration has been used as an index of drug efficacy. During hypothyroidism, TSH

increases greatly whereas T3 increases in hyperthyroidism. Cardiac side effects include

symptomatic bradycardias in about 2%, aggravation of ventricular tachyarrhythmias

(with occasional development of torsades de pointes) in 1–2%, possibly higher in women,

and worsening of congestive heart failure in 2%. Possibly due to interactions with anes-

thetics, complications after open-heart surgery have been noted by some, but not all,

investigators, including pulmonary dysfunction, hypotension, hepatic dysfunction, and
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low cardiac output. Important interactions with other drugs occur, and when given

concomitantly with amiodarone, the dose of warfarin, digoxin, and other antiarrhythmic

drugs should be reduced by one-third to one-half and the patient watched closely. Drugs

with synergistic actions, such as beta-blockers or calcium channel blockers, must be

given cautiously.

1.2.11. Bretylium (Class III)

This drug, which is used for refractory ventricular tachyarrhythmias, may present

particular problems in patients with renal dysfunction because its kinetics appear com-

plex and have not been defined for this group of patients. Therapy with this drug in

patients with renal disease should be extremely conservative.

1.2.12. Sotalol (Class III)

Proarrhythmia is the most serious adverse effect (8). Overall, new or worsened

ventricular tachyarrhythmias occur in about 4%, and this response is due to torsades

de pointes in about 2.5%. The incidence of torsades de pointes increases to 4% in

patients with a history of sustained ventricular tachycardia and is dose related, report-

edly only 1.6% at 320 mg/d but 4.4% at 480 mg/d. Other adverse effects commonly

seen with other beta-blockers also apply to sotalol. Sotalol should be used with cau-

tion or not at all in combination with other drugs that prolong the QT interval. How-

ever, such combinations have been used successfully.

1.2.13. Adenosine

Transient side effects occur in almost 40% of patients with supraventricular tachy-

cardia given adenosine and are most commonly flushing, dyspnea, and chest pressure.

These symptoms are fleeting, generally less than 1 min, and are well tolerated. Prema-

ture ventricular complexes, transient sinus bradycardia, sinus arrest, and AV block are

common when a supraventricular tachycardia abruptly terminates. Induction of atrial

fibrillation can be problematic in patients with the Wolff-Parkinson-White syndrome

or rapid AV conduction.

1.3. Drug Interactions (Selection; Amiodarone Preferred)

Drug interactions associated with amiodarone are pharmacodynamic and/or phar-

macokinetic in nature. The pharmacodynamic interactions associated with amiodarone

occur primarily with other antiarrhythmics and are a consequence of additive or syner-

gistic electrophysiologic effects. As the pharmacologic effects of amiodarone are delayed

by several days even with adequate loading doses, concomitant use of another antiarrhy-

thmic is often necessary. Should this be the case, the dose of the secondary antiarrhy-

thmic should, in general, be decreased by 30–50% after the first few days of initiating

amiodarone therapy. Discontinuation of the second antiarrhythmic agent should be

attempted as soon as the therapeutic effects of amiodarone are observed. Conversely,

in patients requiring combination therapy, the dose of the second antiarrhythmic should,

in general, be decreased by 50% until amiodarone eliminated from the body. Proarrhyth-

mia, including torsade de pointes (Table 1) and monomorphic ventricular tachycardia

can and has occurred when amiodarone was administered in combination with any num-



7. Cardiovascular Drugs 227

ber of antiarrhythmic compounds including Class IA agents, mexilitine and propafenone.

Caution should be exercised when amiodarone is administered with any drug with elec-

trophysiologic effects.

Amiodarone inhibits the activity of two cytochrome P450 enzymes, CYP2D6

and CYP2C9. As a consequence, it has been reported to reduce the metabolism of cer-

tain drugs. Of these drugs, the most significant interactions are reported with anticoag-

ulants, antiarrhythmics, phenytoin, and cyclosporin. The anticoagulant effects of warfarin

and nicoumalone are significantly increased when amiodarone is added.

Concurrent use of amiodarone with cyclosporin need not be avoided but cyclo-

sporin serum levels can be increased and must be monitored. Cyclosporin dosage reduc-

tions are usually required. Amiodarone also increases serum digoxin concentrations.

Flecainide concentrations increase by an average of 60% with concomitant amio-

darone therapy. Although the exact mechanism of the interaction is unknown, it is postu-

lated that the hepatic metabolism and/or renal clearance of flecainide may be decreased.

Careful clinical observation of the patient as well as close monitoring of the electrocar-

diogram (EKG) and plasma flecainde concentrations is essential with adjustment of the

flecainide dosing regimen performed as necessary to avoid enhanced toxicity or phar-

macodynamic effects. An empiric reduction of the flecainide dose by 50% is suggested

2–3 d following initiation of amiodarone therapy.

Quinidine serum concentrations generally increase by about 33% in patients receiv-

ing concomitant amiodarone therapy. Although the mechanism is unclear, it appears

that hepatic and/or renal clearance may be diminished and quinidine may also be dis-

placed from tissue- and protein-binding sites. Prolongation of the QT interval is well

documented with quinidine, and the addition of amiodarone may dramatically increase

this effect, placing the patient at an increased risk for the development of torsade de

pointes. Careful clinical observation of the patient as well as close monitoring of the

EKG and serum quinidine concentrations is essential with adjustment of the quinidine

dosing regimen performed as necessary to avoid enhanced toxicity or pharmacody-

namic effects. An empiric reduction of the quinidine dose by 50% is suggested within

2 d following initiation of amiodarone therapy with consideration given to immedi-

ately discontinuing quinidine once amiodarone therapy is begun.

Table 1
List of Drugs That May Induce Torsades de Pointes

Antiarrhythmic drugs

Class I quinidine, disopyramide, procainamide
Class III sotalol, amiodarone
Non-antiarrhythmic drugs

Antibiotic erythromycin, bactrim
Antifungal ketoconazole, itraconazole
Antihistamine terfenadine, astermizole
Psychiatric drugs tricyclic antidepressants, phenothiazines, haloperidol
Cholinergic antagonists cisapride, organophophates
Other drugs cocaine, arsenic
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Procainamide and N-acetylprocainamide or NAPA (a pharmacologically active

metabolite) concentrations increase by approximately 55 and 33%, respectively, during

the first 7 d of concomitant amiodarone therapy. The precise pharmacokinetic mech-

anism of this interaction has not been elucidated, although a reduction in the renal

clearance of both parent and metabolite, as well as a reduction in hepatic metabolism

seem likely. Additive electrophysiologic activity occurs with combination therapy and

prolonged QT and QRS intervals or acceleration of preexisting ventricular tachycardia

may result. Careful clinical observation of the patient as well as close monitoring of the

EKG and serum procainamide and NAPA concentrations is essential with adjustment of

the procainamide dosing regimen performed as necessary to avoid enhanced toxicity or

pharmacodynamic effects. In general, it is recommended to discontinue completely or

reduce the procainamide daily dose by 25% during the first week of initiating amio-

darone therapy.

Concomitant administration of �-blockers, or calcium-channel blockers with ami-

odarone may result in additive electrophysiologic effects including bradycardia, sinus

arrest, and atrioventricular block. This is particularly likely in patients with preexisting

sinus node dysfunction. In general these drugs should only be continued in patients at

risk of significant bradycardia if a permanent artificial pacemaker is in place. In addi-

tion, amiodarone can decrease the clearance of drugs eliminated by hepatic metabolism.

Severe cardiovascular reactions were observed when amiodarone was coadministered

with metoprolol and propranolol.

Amiodarone increases serum levels of digoxin when given concomitantly, and

an empiric 50% dosage reduction is advised upon initiation of amiodarone therapy.

The degree to which digoxin serum concentrations will increase is not predictable and

reassessment of the need for both drugs is prudent. As always, careful clinical observa-

tion of the patient, and close monitoring of the ECG and serum digoxin concentra-

tions is essential to ensure efficacy and to avoid enhanced toxicity with adjustment of

the digoxin dose performed as necessary. The mechanism of the increase in digoxin

serum concentration is complex and not well understood, but is thought to result from

an amiodarone-induced displacement of digoxin from tissue-binding sites, an increase

in bioavailability, and/or a decrease in renal or nonrenal clearance. Furthermore, amio-

darone may induce changes in thyroid function and alter sensitivity to cardiac glycos-

ides, and thyroid function should be monitored closely in patients receiving both drugs

simultaneously.

Concurrent administration of amiodarone with coumarin or indandione anticoag-

ulants (warfarin) results in at least a doubling of prothrombin time (PT), significantly

increasing the international normalized ratio (INR) in virtually all patients receiving

this drug combination and can cause serious or potentially fatal hemorrhagic compli-

cations. This effect can occur as early as 4–6 d following the initial administration of the

drugs in combination but can be delayed for weeks in some cases. Given the extre-

mely long half-life of amiodarone, the interaction may persist for weeks or even months

after discontinuance of amiodarone. A 50% reduction in the dosage of warfarin is rec-

ommended if amiodarone therapy is initiated with intensive clinical observation and

frequent determination of PT and INR values to evaluate the extent of the interaction

and guide further adjustments in therapy.
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Concomitant administration of amiodarone and phenytoin may result in phenytoin

toxicity, secondary to a two- or threefold increase in total, steady-state serum phenytoin

concentrations likely due to a amiodarone-induced decrease in phenytoin metabolism.

Close monitoring for symptoms of phenytoin toxicity including nystagmus, lethargy,

and ataxia; and evaluation of serum phenytoin concentrations with appropriate dosage

reduction as necessary, is essential in patients receiving these medications.

Amiodarone may enhance cardiovascular adverse effects such as hypotension

and atropine-resistant bradycardia in patients receiving inhalation anesthetics, possibly

due to a drug interaction.

Concomitant use of amiodarone with tricyclic antidepressants, phenothiazines,

or any drug with the potential to prolong the QT interval may cause additive prolonga-

tion of the QT interval, and, rarely, torsades de pointes.

Although limited data exist, anecdotal reports have demonstrated a cholestyramine-

induced reduction in amiodarone elimination half-life and subsequently serum concen-

trations. This interaction may be of benefit in temporally reducing the serum amiodarone,

and presumably desethylamiodarone (DEA) concentrations prior to surgery in an attempt

to limit the cardiac depressant effects of the drug in the immediate postsurgical period.

Two protease inhibitors, ritonavir and nelfinavir, are potent P450 enzyme inhib-

itors. Theoretically, they would both be expected to produce a large increase in amio-

darone concentrations, due to the inhibition of its metabolism. However, there are no

published reports of this interaction to date but it is suggested that there may be an

increased risk of ventricular arrhythmias, so concurrent use should still be avoided.

Possible pharmacodynamic interactions can occur between levomethadyl and

potentially arrhythmogenic agents such as amitriptyline, calcium channel blockers,

class I antiarrhythmics, class III antiarrhythmics, monoamine oxidase inhibitors, citalo-

pram, fluoxetine, nortriptyline, sertraline, and terfenadine, among others that prolong

the QT interval. Levomethadyl is contraindicated in patients being treated with any of

these agents.

Paroxetine impairs metabolism of the CYP2D6 (cytochrome P450 isoenzyme

2D6) pathway at therapeutic doses. Paroxetine should be used cautiously in patients

receiving type 1C antiarrhythmics (such as propafenone, flecainide, or encainide) and

quinidine. Competition for hepatic CYP2D6 (cytochrome P450 isoenzyme 2D6) by

paroxetine may potentiate the toxicity of these antiarrhythmics.

Drug interaction between antifungal drugs and macrolide antibiotics, e.g., keto-

conazole and erythromycin, which are metabolized by the same cytochrome P450 3A4

hepatic isoenzyme, can cause LQT-syndrome and torsades de pointes.

2. SYMPATHOPLEGICS

2.1. �����-2-Agonists and Other Centrally Acting Drugs

2.1.1. Clonidine and Other Centrally Acting Drugs (9,10)

Current use of these drugs is relatively limited, particularly as first-line therapy,

due to a relatively high incidence of side effects such as dry mouth, sedation, and/or

sexual dysfunction. In addition, there is a risk of rebound hypertension following sud-

den discontinuation of therapy, particularly with the shorter-acting clonidine.
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The centrally acting sympatholytic agents, like methyldopa, clonidine, guanabenz,

and guanfacine, are a class of effective antihypertensive agents that do not have adverse

effects on lipid and carbohydrate metabolism. They act by stimulating the �-2a adren-

ergic receptors in the CNS, leading to a reduction in central sympathetic outflow. In

comparison, the �-2b receptors are responsible for causing vasoconstriction in vascular

smooth muscle.

Clonidine and other �-2-receptor agonists (methyldopa, guanabenz) should be

used with caution in asthmatics. Oral doses of these agents do not change baseline air

flow in asthmatics, but they do increase bronchial reactivity to inhaled histamine. Prazo-

sin (an �-1-receptor antagonist) may lead to a subjective increase in wheezing in patients

with asthma, but there was no measurable change in pulmonary function.

The bioavailability of clonidine is 75–95%. A skin patch is available that pro-

vides stable serum concentrations for 1 wk. Clonidine is excreted unchanged by about

40–70% and protein binding is 20–30%. This does not change in renal disease. Half-

life of clonidine is 7–18 h, and in end-stage renal disease 30–40 h. Dose adjustment

according to creatinine clearance is required: (a) >50 mL/min: normal dose; (b) 20–

50 mL/min: one-half normal dose, (c) <20 mL/min: one-third to one-half normal dose;

(d) hemodialysis: no additional dose adjustment necessary. Dosing with the conven-

tional formulation is twice a day. Patch application is once per week.

A variety of drugs, including hydralazine and methyldopa, have been identified

as being causes of lupus.

Several drugs are known dopamine receptor antagonists, and raise serum prolactin

by that mechanism. These include neuroleptic drugs, but also such antihypertensive

drugs as methyldopa and reserpine, neither of which is commonly used now. Methyl-

dopa inhibits dopamine synthesis, whereas reserpine inhibits dopamine storage.

2.2. �����-Blockers

These drugs are effective in acutely lowering blood pressure, but their effects are

offset by an accompanying increase in cardiac output, and side effects are frequent and

bothersome. Their limited efficacy may reflect their blockade of presynaptic �-adrener-

gic receptors, which interferes with the feedback inhibition of norepinephrine release.

Increased catecholamine release would then blunt the action of postsynaptic �-adrener-

gic receptor blockade. Their use has largely been limited to the treatment of patients

with pheochromocytomas.

The selective �-1-blockers, such as prazosin, terazosin, and doxazosin (which is

the longest acting), are the only class of antihypertensive agents that may have the

combined effect of lowering low-density lipoprotein (LDL)-cholesterol, raising high-

density lipoprotein (HDL)-cholesterol levels, and improving insulin sensitivity (11–13).

The �-blockers, however, are associated with relatively bothersome side effects, includ-

ing dizziness (rarely inducing syncope), headache, and weakness. As an example, a pro-

spective trial in which six different antihypertensive drugs were compared found the

highest incidence of adverse drug effects with prazosin. These problems appear to be

minimized with long-acting doxazosin, which was as effective and as well tolerated as

other antihypertensive drugs in the Treatment of Mild Hypertension Study.

Dizziness is most prominent with the first dose or with an increase in dose, partic-

ularly in patients who are volume depleted (usually due to diuretic therapy) or who are
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taking other antihypertensive drugs. The incidence can be diminished by beginning with

a low dose of a long-acting agent such as 1 mg of doxazosin.

An interim analysis of the Antihypertensive and Lipid-Lowering Treatment to

Prevent Heart Attack Trial (ALLHAT) (14,15) found that doxazosin increases the risk

of congestive heart failure compared to that associated with the administration of a

diuretic, chlorthalidone. ALLHAT is a randomized prospective study of nearly 25,000

patients with hypertension and one additional risk factor for coronary heart disease

designed to evaluate whether the incidence of a primary (e.g., fatal coronary heart dis-

ease and nonfatal myocardial infarction) or secondary outcome (e.g., all-cause mor-

tality, stroke, and combined cardiovascular disease events [including congestive heart

failure]) differed among those randomized to chlorthalidone vs one of three other anti-

hypertensive drugs: amlodipine, lisinopril, or doxazosin. The doxazosin arm was pre-

maturely terminated because of the finding of a markedly increased risk of congestive

heart failure (8.13 vs 4.45% for chlorthalidone at 4 yr, p < 0.001). Both drugs had equiv-

alent risks of death from coronary heart disease and nonfatal myocardial infarction.

Why doxazosin was associated with an increased incidence of congestive heart

failure is unclear; however, it was not felt to be due to the 2- to 3-mmHg difference in

mean systolic blood pressure observed between the two groups.

The net effect is that the �-1-blockers should not be used as first-line treatment of

hypertension. One possible exception is older men who also have symptomatic benign

prostatic hyperplasia in whom an �-1-blocker may lead to symptomatic improvement.

2.2.1. Indications and Usage

2.2.1.1. BENIGN PROSTATIC HYPERPLASIA (BPH)

Doxazosin mesylate is indicated for the treatment of both the urinary outflow

obstruction and obstructive and irritative symptoms associated with BPH: obstructive

symptoms (hesitation, intermittency, dribbling, weak urinary stream, incomplete empty-

ing of the bladder) and irritative symptoms (nocturia, daytime frequency, urgency,

burning). Doxazosin mesylate may be used in all BPH patients whether hypertensive or

normotensive. In patients with hypertension and BPH, both conditions were effectively

treated with doxazosin mesylate monotherapy. Doxazosin mesylate provides rapid im-

provement in symptoms and urinary flow rate in 66–71% of patients. Sustained improve-

ments with doxazosin mesylate were seen in patients treated for up to 14 wk in double-

blind studies and up to 2 yr in open-label studies.

2.2.1.2. HYPERTENSION

Doxazosin mesylate is also indicated for the treatment of hypertension. Doxazo-

sin mesylate may be used alone or in combination with diuretics, �-adrenergic block-

ing agents, calcium channel blockers, or angiotensin-converting enzyme (ACE) inhib-

itors (16–18).

2.2.2. Contraindications

Doxazosin mesylate is contraindicated in patients with a known sensitivity to quin-

azolines (e.g., prazosin, terazosin).
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2.2.3. Warnings

2.2.3.1. SYNCOPE AND FIRST-DOSE EFFECT

Doxazosin, like other �-adrenergic blocking agents, can cause marked hypoten-

sion, especially in the upright position, with syncope and other postural symptoms such

as dizziness. Marked orthostatic effects are most common with the first dose but can

also occur when there is a dosage increase, or if therapy is interrupted for more than a

few days. To decrease the likelihood of excessive hypotension and syncope, it is essen-

tial that treatment be initiated with the 1-mg dose. The 2-, 4-, and 8-mg tablets are not

for initial therapy. Dosage should then be adjusted slowly with evaluations and increases

in dose every 2 wk to the recommended dose. Additional antihypertensive agents should

be added with caution. Patients being titrated with doxazosin should be cautioned to

avoid situations where injury could result should syncope occur, during both the day

and night.

In an early investigational study of the safety and tolerance of increasing daily

doses of doxazosin in normotensives beginning at 1 mg/d, only two of six subjects could

tolerate more than 2 mg/d without experiencing symptomatic postural hypotension. In

another study of 24 healthy normotensive male subjects receiving initial doses of 2 mg/d

of doxazosin, seven (29%) of the subjects experienced symptomatic postural hypoten-

sion between 0.5 and 6 h after the first dose necessitating termination of the study. In

this study, two of the normotensive subjects experienced syncope. Subsequent trials

in hypertensive patients always began doxazosin dosing at 1 mg/d resulting in a 4%

incidence of postural side effects at 1 mg/d with no cases of syncope.

In multiple-dose clinical trials in hypertension involving over 1500 hypertensive

patients with dose titration every 1–2 wk, syncope was reported in 0.7% of patients.

None of these events occurred at the starting dose of 1 mg and 1.2% (8/664) occurred

at 16 mg/d.

In placebo-controlled, clinical trials in BPH, 3 out of 665 patients (0.5%) taking

doxazosin reported syncope. Two of the patients were taking 1 mg doxazosin, whereas

one patient was taking 2 mg doxazosin when syncope occurred. In the open-label, long-

term extension follow-up of approximately 450 BPH patients, there were three reports

of syncope (0.7%). One patient was taking 2 mg, one patient was taking 8 mg, and one

patient was taking 12 mg when syncope occurred. In a clinical pharmacology study,

one subject receiving 2 mg experienced syncope.

If syncope occurs, the patient should be placed in a recumbent position and treated

supportively as necessary.

2.2.3.2. PRIAPISM

Rarely (probably less frequently than once in every several thousand patients),

�-1 antagonists such as doxazosin have been associated with priapism (painful penile

erection, sustained for hours and unrelieved by sexual intercourse or masturbation).

Because this condition can lead to permanent impotence if not promptly treated, patients

must be advised about the seriousness of the condition.

2.2.4. Drug Interactions

Most (98%) of plasma doxazosin is protein bound. In vitro data in human plasma

indicate that doxazosin mesylate has no effect on protein binding of digoxin, warfarin,



7. Cardiovascular Drugs 233

phenytoin, or indomethacin. There is no information on the effect of other highly

plasma protein-bound drugs on doxazosin binding. Doxazosin mesylate has been admin-

istered without any evidence of an adverse drug interaction to patients receiving thiaz-

ide diuretics, beta-blocking agents, and nonsteroidal antiinflammatory drugs (NSAIDs).

In a placebo-controlled trial in normal volunteers, the administration of a single 1-mg

dose of doxazosin on day 1 of a 4-d regimen of oral cimetidine (400 mg twice daily)

resulted in a 10% increase in mean area under the curve (AUC) of doxazosin (p = 0.006),

and a slight but not statistically significant increase in mean Cmax and mean half-life

of doxazosin. The clinical significance of this increase in doxazosin AUC is unknown.

In clinical trials, doxazosin mesylate tablets have been administered to patients on a

variety of concomitant medications; though no formal interaction studies have been

conducted, no interactions were observed. Doxazosin mesylate tablets have been used

with the following drugs or drug classes:

1. Analgesic/antiinflammatory (e.g., acetaminophen, aspirin, codeine and codeine combi-

nations, ibuprofen, indomethacin).

2. Antibiotics (e.g., erythromycin, trimethoprim and sulfamethoxazole, amoxicillin).

3. Antihistamines (e.g., chlorpheniramine).

4. Cardiovascular agents (e.g., atenolol, hydrochlorothiazide, propranolol).

5. Corticosteroids.

6. Gastrointestinal agents (e.g., antacids).

7. Hypoglycemics and endocrine drugs.

8. Sedatives and tranquilizers (e.g., diazepam).

9. Cold and flu remedies.

In a study (n = 24) where terazosin and verapamil were administered concomi-

tantly, terazosin’s mean AUC0–24 increased 11% after the first verapamil dose and after

3 wk of verapamil treatment it increased by 24% with associated increases in Cmax

(25%) and Cmin (32%) means. Terazosin mean Tmax decreased from 1.3 h to 0.8 h after

3 wk of verapamil treatment. Statistically significant differences were not found in

the verapamil level with and without terazosin. In a study (n = 6) where terazosin and

captopril were administered concomitantly, plasma disposition of captopril was not

influenced by concomitant administration of terazosin and terazosin maximum plasma

concentrations increased linearly with dose at steady state after administration of ter-

azosin plus captopril.

Combined use with other antihypertensive drugs (e.g., �-blockers, calcium chan-

nel blockers, diuretics, ACE inhibitors) can cause additive blood pressure lowering ef-

fects with severe symptomatic hypotension.

Prazosin has enhanced hypotensive effects with alcohol and antipsychotic drugs.

2.3. �����-Blocking Agents (Table 2)

�-Adrenergic antagonists (19,20) are identified by their affinity for binding to �-

adrenergic receptors, which is sufficiently high to antagonize the binding of endoge-

nous agonists like norepinephrine and epinephrine at blood and tissue concentrations

that do not cause other undesirable effects. Historically, these agents have been classi-

fied according to their:

• relative selectivity for the �1- or �2-adrenergic receptors,

• their ability to bind other adrenergic receptors, usually � receptors,



234                                                                                                Auer

• and their interactions with other molecular targets at clinically relevant doses, for

example the K+ channel antagonist activity of the [+]enantiomer of sotalol (21).

• Many �-adrenergic antagonists are characterized by their ability not only to prevent the

binding of endogenous catecholamines but also to act as partial agonists (so-called

intrinsic sympathomimetic activity [ISA]),

• and also by chemical characteristics of the compound itself (e.g., lipophilicity) that

determine the tissue distribution, oral bioavailability, and clearance mechanisms of

each compound.

�-Blockers are in widespread use for the treatment of a variety of cardiovascular

diseases: these include stable and unstable angina pectoris, hypertension, acute myocar-

dial infarction, congestive heart failure (22) due to systolic or diastolic dysfunction,

and the therapy and prevention of some arrhythmias (23). There are many �-blockers

available and although they all have the same mechanism of action, i.e., blockade of

the �-adrenoreceptor, there are various characteristics that differ among these agents;

these characteristics primarily impact upon drug metabolism and the side-effect pro-

file but not efficacy (24).

�-Blockers are competitive inhibitors of catecholamines at beta-adrenoreceptor

sites. They act to reduce the effect of the catecholamine agonist on sensitive tissues.

Most �-blockers exist as pairs of optical isomers and are marketed as racemic mixtures.

Almost all of the �-blocking activity is found in the negative levorotatory L-stereoisomer,

which can be up to 100 times more active than the positive dextrorotatory D-isomer.

The D-isomers of �-blocking drugs have no apparent clinical value except for D-sotalol,

which has type III antiarrhythmic properties; that is, it blocks the potassium channel

and prolongs membrane repolarization, thereby increasing the QT interval. D-Propra-

nolol has type I (quinidine-like) membrane-stabilizing activity that is manifested only

when very high doses of racemic propranolol are administered.

Although the �-blockers have similar pharmacotherapeutic effects, their pharma-

cokinetic properties differ significantly in ways that may influence their clinical use-

fulness and side effects. Among individual drugs, there are differences in completeness

of GI absorption, amount of first-pass hepatic metabolism, lipid solubility, protein bind-

ing, extent of distribution in the body, penetration into the brain, concentration in the

Table 2
Beta-Blockers: Overview

Class Drug name Starting dose Maximal dose

nonselective Propranolol 40 mg bid 120 mg bid
cardioselective Metoprolol 25 mg bid 100 mg bid
cardioselective Atenolol 25 mg qd 100 mg qd
nonselective Nadolol 25 mg qd 240 mg qd
ISAa Pindolol 5 mg bid 30 mg bid
�-Blocker Labetalol 100 mg bid 600 mg bid
�-Blocker + antioxidative Carvedilol 12.5 mg bid 25 mg bid
   properties
Cardioselective Bisoprolol 2.5 mg qd 10 mg qd

aISA = intrinsic activity
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heart, rate of hepatic biotransformation, pharmacologic activity of metabolites, and

renal clearance of the drug and its metabolites.

On the basis of their pharmacokinetic properties, the �-blockers can be clas-

sified into two broad categories: those eliminated by hepatic metabolism, and those

excreted unchanged by the kidney. Drugs in the first group (such as propranolol and

metoprolol) are lipid soluble, almost completely absorbed by the small intestine, and

largely metabolized by the liver. They enter the CNS in high concentrations, possibly

resulting in an increased incidence of CNS side effects. They tend to have highly var-

iable bioavailability and relatively short plasma half-lives. In contrast, drugs in the

second category (such as atenolol and sotalol) are more water soluble, incompletely

absorbed through the gut, eliminated unchanged by the kidney, and do not as readily

enter the CNS. They show less variance in bioavailability and have longer plasma

half-lives. Ultra-short-acting �-blockers (such as esmolol) with a half-life of no more

than 10 min offer advantages in some patients. They can be given for the treatment of

supraventricular arrhythmias and, as a test dose, to a patient who has a questionable

history of congestive heart failure. The short half-life of esmolol is due to its rapid

metabolism by blood tissue and hepatic esterases.

�-Blockers are generally well tolerated but have a well-recognized set of potential

side effects that can limit their use. Summarized briefly, the following are the major

concerns with �-blocker therapy (25,26):

1. Decreases in heart rate, contractility, and AV node conduction can lead to severe sinus

bradycardia, sinus arrest, heart failure, and AV block.

2. Bronchoconstriction, due to �2-receptor blockade, can be induced by nonselective agents

and high doses of cardioselective agents. Nonselective agents are generally contrain-

dicated in patients with asthma and most patients with chronic obstructive lung dis-

ease; cardioselective agents or those with ISA must be used very cautiously in these

settings.

3. Nonselective �-blockers can cause worsening of symptoms of severe peripheral vas-

cular disease or Raynaud’s phenomenon but usually not milder disease with mild to

moderate intermittent claudication. Cardioselective �-blockers are probably prefer-

able in such patients.

4. Fatigue may be due to the reduction in cardiac output or to direct effects on the CNS.

Other central side effects that can occur include depression, nightmares, insomnia,

and hallucinations. Impotence can also be a problem.

5. Nonselective �-blockers (including labetalol) can mask the early, sympathetically medi-

ated symptoms of hypoglycemia in patients with insulin-dependent diabetes mellitus;

they can also delay the rate of recovery of the blood glucose concentration.

6. Perturbations of lipoprotein metabolism accompany the use of �-blockers. Nonselec-

tive agents cause greater rises in triglycerides and falls in cardioprotective high-density

lipoprotein-cholesterol levels, whereas ISA agents cause less or no effect and some

agents such as celiprolol may raise HDL cholesterol levels. Patients with renal failure

may take �-blockers without additional hazard, although modest falls in renal blood

flow and glomerular filtration rate have been measured, presumably from renal vaso-

constriction. Caution is advised in the use of �-blockers in patients suspected of har-

boring a pheochromocytoma, because unopposed �-adrenergic agonist action may

precipitate a serious hypertensive crisis if this disease is present. Morover, caution is

advised in the use of �-blockers in patients suspected of harboring Prinzmetal angina
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and Mb. Raynaud, because use of �-adrenergic anatagonists in such patients may cause

or enhance vasospasm. The use of �-blockers during pregnancy has been clouded by

scattered case reports of various fetal problems. Moreover, prospective studies have

found that the use of �-blockers during pregnancy may lead to fetal growth retardation.

When a �-blocker is discontinued, angina pectoris and myocardial infarction may

occur. Therefore, patients with ischemic heart disease must be warned not to rapidly dis-

continue treatment, since this can lead to a withdrawal syndrome characterized by accel-

erated angina, myocardial infarction, and even death. These findings, which can occur

even in patients without previously known coronary disease, probably result from upreg-

ulation of the beta receptors following chronic �-blockade.

2.3.1. Major Drug Interactions with �-Blockers (27)

(see also Table 3)

2.3.1.1. DECREASED ABSORPTION

Propranolol absorption is decreased by antacids and by cholestyramine and prob-

ably colestipol (28). Taking propranolol 1 h before these medications will eliminate this

interaction.

Table 3
Major Drug Interactions with �����-Blockers

Drug Possible Effects Precautions

Absorption

Aluminium Decreased �-blocker adsorption Avoid �-blocker-
   and therapeutic effect    aluminium hydroxide

   combination
cholestyramine Decreased �-blocker adsorption Avoid �-blocker-
colestipol    cholestyramine-combination
Metabolism

Cimetidine Prolongs half-life of propranolol Combination should be
   used with caution

Aminophylline Mutual inhibition Observe patient’s response
Lidocaine Propranolol pretreatment increases Combination should be

Lidocaine levels with potential toxicity    used with caution; use
   lower doses of lidocaine

Rifampin Increased metabolism of �-blockers Observe patient’s response
Smoking Increased metabolism of �-blockers Observe patient’s response
Pharmacodynamic Interactions

AV-node

Calcium channel Potentiation of bradycardia, myo- Avoid use, although few
Inhibitors    depression and hypotension    patients show ill effects
   (verapamil, diltiazem)
Amiodarone May induce cardiac arrest Combination should be

   used with caution
Digitalis glycosides Potentiation of bradycardia Observe patient’s response;

Interactions may benefit
Angina patients with
Abnormal ventricular
Function

(continued)
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Table 3 (continued )

Drug Possible Effects Precautions

Conduction/Ventricular Function

Phenytoin Additive cardiac depressant effects Administer IV phenytoin
   with great caution

Quinidine Additive cardiac depressant effects Observe patient’s response;
   few patient show ill effects

Tricyclic Inhibits negative inotropic and Observe patient’s response
   antidepressants    chronotropic effects of �-blockers
Hypertension/Hypotension

Clonidine Hypertension during clonidine Monitor for hypertensive
   withdrawal    response; withdraw �-

   blocker before withdrawing
   clonidine

Levodopa Antagonism of levodopa’s hypotensive Monitor for altered
   and positive inotropic effects    response; interaction may

   have favorable results
Methyldopa Hypertension during stress Monitor for hypertensive

   episodes
�-Blocker may be safer

Phenyllpropranolamine Severe hypertensive reaction    doses of phenothiazines
Indomethacin Inhibition of antihypertensive response Observe patient’s response

   to �-blockade
Reserpine Excessive sympathetic blockade Observe patient’s response
Isoproterenol Mutual inhibition Avoid concurrent use or

Choose cardiac-selective
   �-blocker

Phenothazines Additive hypotensive effects Monitor for altered response,
   especially with high

Halofenate Reduced �-blocking activity; induction Observe for impaired
   of propranolol withdrawal rebound    response to �-blockade

Vasoconsriction
Ergot alkaloids Excessive vasoconstriction Observe patient’s response;

Few patients show ill effects
Glucose Metabolism
Glucagon Inhibition of hyperglycemic effect Monitor for reduced response
Antidiabetic agents Enhanced hypoglycemia; hypertension Monitor for altered diabetic

   response
Others
MAO inhibitors Uncertain, theoretical Manufacturer of propanolol

   considers concurrent use
   contraindicated

Tubocurarine Enhanced neuromuscular blockade Observe response in surgical
   patients’, especially after
   high doses of propranolol

2.3.1.2. ALTERED METABOLISM (29–40)

Cimetidine can inhibit hepatic cytochrome P450IID6. This will decrease both

the first-pass and systemic elimination of propranolol, causing plasma concentrations

to increase as much as fourfold. Thus, cautious dosing of propranolol is required in this

setting. Other drugs are also potent inhibitors of this cytochrome isoenzyme and decrease
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the metabolism of propranolol, including quinidine, propafenone, chlorpromazine, fle-

cainide, fluoxetine (and its metabolite norfluoxetine), paroxetine, fluvoxamine, and tri-

cyclic antidepressants. On the other hand, propranolol can inhibit the hepatic metabolism

and raise the plasma levels of certain drugs by decreasing hepatic blood flow rather than

enzyme activity. Among the drugs that can be affected are flecainide, lidocaine, nifedi-

pine, and nisoldipine. Other �-blockers will probably have a similar effect.

3. DIRECT-ACTING VASODIALATATORS

3.1. NO-Drugs

3.1.1. Nitroprusside

Nitroprusside (41,42) is an arteriolar and venous dilator, given as an intravenous

infusion. Initial dose is 0.25–0.5 µg/kg per min; maximum dose is 8–10 µg/kg per min.

Nitroprusside acts within seconds and has a duration of action of only 2–5 min. Its

effects are evident within 60–90 s after initiation of the infusion and should an adverse

effect such as symptomatic hypotension occur, the vasodilating properties usually abate

within 20–30 min after discontinuation. Thus, hypotension can be easily reversed by

temporarily discontinuing the infusion. However, the potential for cyanide toxicity

limits its prolonged use (43,44).

Nitroprusside is metabolized to cyanide (45), which rarely causes toxicity because

it is converted to thiocyanate by the enzyme rhodonase, which is a thiosulfate-cyanide

transferase. The thiosulfate is substrate limiting. If it is depleted, cyanide accumulates

sufficiently to cause toxicity. Conversely, such an event can be treated by administering

thiosulfate. Once thiocyanate is formed, it is excreted by the kidney. If it accumulates,

it causes adverse CNS effects. The half-life of thiocyanate is 2–7 d, and in end-stage

renal disease 9 d. Thiocyanate can accumulate, and its levels should be monitored in

patients with decreased renal function.

Nitroprusside is a powerful vasodilator with potent afterload-reducing properties.

It is the agent most frequently used early in the treatment of acute heart failure, particu-

larly when a rapid and substantial reduction in systemic vascular resistance is neces-

sary. Common clinical conditions would include complications of myocardial infarction

such as acute mitral regurgitation secondary to papillary muscle dysfunction or rupture,

ventricular septal defect, and acute aortic regurgitation. Nitroprusside relaxes arterial

and venous smooth muscle via the production of nitric oxide and nitrosothiols leading

to an increase in cyclic guanosine monophosphate and smooth muscle relaxation. Simi-

lar to nitroglycerin, nitroprusside causes preload reduction by diminishing heightened

venous tone and increasing venous capacitance with a concomitant shift in central blood

volume to the periphery. This causes a reduction in right ventricular pressure and vol-

ume. Unique to nitroprusside is its rapid and powerful effect on afterload. This agent

reduces the major components of aortic impedance (mean and hydraulic vascular load)

resulting in an improved and often dramatic increase in forward stroke volume and

cardiac output with reductions in left ventricular filling pressure, volume, and valvular

regurgitation. In most patients with heart failure, judicious titration of nitroprusside can

result in a fall in aortic impedance, increased cardiac output, and reduced ventricular

filling pressures without the undesirable effects of a decrease in systemic blood pres-
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sure or rise in heart rate. The combined balanced vasodilator effect of nitroprusside

can therefore rapidly improve the hemodynamic abnormalities associated with acute

heart failure when preload and afterload reduction is desired. Generally, by improving

ventricular wall stress and reducing myocardial oxygen consumption, nitroprusside will

have a favorable effect on myocardial energetics. Nitroprusside may also improve

coronary blood flow and myocardial perfusion by directly reducing coronary vascular

resistance and by increasing coronary perfusion pressure. The latter will occur as long

as there is a reduction in ventricular diastolic pressure that is greater than aortic coro-

nary diastolic pressure. In patients with occlusive coronary artery disease, care must be

taken to avoid excessive reductions in systemic pressure or elevations in heart rate that

would reduce coronary perfusion and increase myocardial oxygen demand. Unlike

nitroglycerin, nitroprusside may cause “coronary steal” whereby arteriolar dilatation

in nonischemic zones diverts coronary flow away from areas of ischemia. The frequency

with which this occurs in heart failure is not well documented.

Continuous monitoring of central hemodynamics with an indwelling flow-directed

thermodilution pulmonary artery catheter is mandatory to safely and effectively target

the optimal dose. In acute heart failure, an arterial catheter for continuous systemic

blood pressure recording and monitoring and frequent blood gas determinations is also

recommended. It should be recognized, however, that during nitroprusside infusion,

the pressure measured in a peripheral artery (usually radial artery) may not reflect a

reduction in central aortic pressure because of nitroprusside-induced changes in the

amplitude and timing of reflected waves within the central aorta. One must remain cog-

nizant of this when the clinical findings are consistent with systemic hypoperfusion

despite a seemingly acceptable peripheral arterial pressure. Nitroprusside can be rapidly

titrated to achieve the desired clinical and hemodynamic end points including a reduc-

tion in pulmonary capillary wedge pressure to 18–20 mmHg, a decrease in systemic

vascular resistance to 1000 to 1200 dynes/s/cm5, reduction in valvular regurgitation,

and an improvement in stroke volume, cardiac output, and systemic perfusion while

avoiding significant hypotension and tachycardia. Although the target blood pressure

is variable depending on the individual patient, a systolic blood pressure of 80 mmHg

or greater is usually acceptable. A higher systolic blood pressure may be required in

the elderly or in patients with a recent history of hypertension or cerebrovascular dis-

ease. The target pulmonary capillary-wedge pressure is usually higher in acute heart

failure than in patients with decompensated chronic heart failure. In the latter condi-

tion, the stroke volume of the dilated ventricle is not preload-dependent, and therefore

relatively normal left ventricular filling pressures can be targeted. In acute heart failure,

particularly when myocardial ischemia is present, attention to Starling mechanisms with

respect to preload and augmentation of stroke volume remains important. While titrat-

ing nitroprusside to achieve hemodynamic goals, doses are rarely greater than 4 µg/

kg/min to maintain adequate vasodilation in the acute heart failure setting, and dosing

this high should generally be avoided for prolonged periods (more than 72 h) due to

the risk of thiocyanate and cyanide toxicity. The most common serious adverse effect

of nitroprusside administration in acute heart failure is systemic hypotension. One

should be particularly cautious when initiating nitroprusside in a patient with ischemia

or infarction and a systolic arterial pressure of less than 100 mmHg. An increase in heart

rate during the infusion is an ominous finding and usually presages hypotension. This
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typically occurs when stroke volume has not increased appropriately, often because of

ongoing or worsening ischemia, valvular regurgitation, and inadequate cardiac reserve.

A reduction or cessation of the nitroprusside infusion is usually warranted. Alterna-

tively, the addition of a positive inotropic agent such as dobutamine is often advantage-

ous and may allow for the continuation of nitroprusside. Such a combination is commonly

used while stabilizing particularly severe, low-output heart failure until more definitive

therapy can be instituted. When systemic hypotension and poor peripheral perfusion

is present at the outset, nitroprusside should generally be avoided as initial treatment.

As noted above, thiocyanate toxicity is a potentially serious side effect of pro-

longed nitroprusside infusion and is manifest clinically by nausea, disorientation, psy-

chosis, muscle spasm, and hyperreflexia when plasma thiocyanate concentrations exceed

6 mg/dL. This is uncommon in the management of acute heart failure where nitroprus-

side therapy is usually a temporary means of support while awaiting definitive therapy.

Cyanide toxicity is extremely rare in heart failure management and only occurs during

prolonged, high-dose infusions, usually in the setting of significant hepatic dysfunction.

The concept of intravenous vasodilator therapy in acute heart failure is based on correc-

tion of hemodynamic derangement and stabilization of the patient while a therapeutic

plan is devised. The necessity for prolonged treatment (>72 h) often portends a poor

prognosis, particularly in the absence of a reversible underlying disorder.

3.1.2. Hydralazine

Hydralazine, like diazoxide, is a direct arteriolar vasodilator with little or no effect

on the venous circulation. Thus, the same precautions apply in patients with underlying

coronary disease or a dissecting aortic aneurysm, and a beta-blocker should be given

concurrently to minimize reflex sympathetic stimulation. The hypotensive response to

hydralazine is less predictable than that seen with other parenteral agents and its current

use is primarily limited to pregnant women.

Hydralazine is given as an intravenous bolus. The initial dose is 5–10 mg, with

the maximum dose being 20 mg. The fall in blood pressure begins within 10–30 min

and lasts 2–4 h.

3.2. Potassium-Channel Openers

3.2.1. Minoxidil

In the case of refractory hypertension, powerful additional hypertension agents

such as minoxidil may be necessary. Minoxidil represents a third-line antihyperten-

sive drug and should not be used as a first- or second-line drug (due to adverse effects

and reflex stimulation of norepinephrine and angiotensin II release). Diuretic therapy

is usually needed with diazoxide or minoxidil therapy. Minoxidil may produce peri-

cardial reactions by non-lupus mechanisms.

Bioavailability is 95% and less than 5% from cutaneous application. About 12–

20% of the drug is excreted unchanged. Minoxidil sulfate is the active moiety. The

glucuronide metabolite appears to have some activity either alone or possibly as a reser-

voir for endogenous cleavage back to the parent compound. The drug has a half-life of

3–4 h and in case of impaired renal function 9 h. Hemodialysis decreases serum concen-

tration by 24–43%. Minoxidil is also removed by peritoneal dialysis. Accumulation



7. Cardiovascular Drugs 241

of glucuronide and parent drug occurs, and pharmacologic effect may be enhanced in

patients with decreased renal function. Patients with end-stage renal disease should

receive halve of the normal doses. In patients being dialyzed, the dose should be admin-

istered after dialysis.

In general, lowering the blood pressure with antihypertensive agents, weight loss,

or dietary sodium restriction decreases cardiac mass in patients with left ventricular

hypertrophy. Regression is largely absent with direct vasodilators (such as hydralazine

or minoxidil) despite adequate blood pressure control. The ineffectiveness of direct

vasodilators probably reflects the reflex stimulation of norepinephrine and angiotensin

II release induced by the these drugs, since these hormones may directly promote the

development of left ventricular hypertrophy.

3.2.2. Diazoxide

Diazoxide, in comparison to nitroprusside and nitroglycerin, is an arteriolar vaso-

dilator that has little effect on the venous circulation. Diazoxide is also longer acting

and, in the currently recommended doses, requires less monitoring than nitroprusside,

since the peak effect is seen within 15 min and lasts for 4–24 h. Diazoxide can be admin-

istered as either an intravenous bolus or infusion. A beta-blocker such as propranolol

or labetalol is usually given concurrently to block reflex activation of the sympathetic

nervous system. This protection, however, is not complete, and it is recommended that

diazoxide not be used in patients with angina pectoris, myocardial infarction, pulmo-

nary edema, or a dissecting aortic aneurysm. Diazoxide can also cause marked fluid

retention and a diuretic may need to be added if edema or otherwise unexplained weight

gain is noted. For these reasons, diazoxide is now rarely used.

Diazoxide has a bioavailability of 85–90% and is excreted unclanged by about

20%. More than 90% are protein bound, which decreases in uremia or hypoalbumine-

mia. Plasma half-life is 15–30 h and 20–53 h in end-stage renal disease. Decreased

binding in uremia or the nephrotic syndrome results in increased free drug in the circu-

lation and increased response. Dose adjustment according to creatinine clearance: (a)

>50 mL/min: normal dose; (b) 20–50 mL/min: two-thirds of normal dose; (c) <20 mL/

min: one-half to two-thirds normal dose. Hemodialysis requires no additional dose

adjustment.

Adverse effects include marked edema (which may require high doses of loop

diuretics) and hirsutism.

Medical therapy for insulinoma should be considered in the patient whose insulin-

oma was missed during pancreatic exploration, who is not a candidate for or refuses

surgery, or who has metastatic insulinoma. The therapeutic choices to prevent sympto-

matic hypoglycemia include diazoxide, verapamil, phenytoin, and the somatostatin ana-

log octreotide. Diazoxide (which must be given in divided doses of up to 1200 mg/d) is

the most effective drug for controlling hypoglycemia. However, its use is often limited

by marked edema (which may require high doses of loop diuretics) and hirsutism.

3.3. Calcium Channel Blockers

Calcium channel blockers are widely used in the treatment of hypertension, angina

pectoris, cardiac arrhythmias, and other disorders and the longer-acting preparations

have been prescribed with increasing frequency since 1989.
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Calcium channel blockers have become the most popular class of agents used in

the treatment of hypertension.

3.3.1. Types of Calcium Channel Blockers

The calcium channel blockers currently available are divided into two major cate-

gories based upon their predominant physiologic effects: the dihydropyridines, which

preferentially block the L-type calcium channels; and verapamil and diltiazem. The L-

type calcium channels are responsible for myocardial contractility and vascular smooth

muscle contractility; they also affect conducting and pacemaker cells.

3.3.1.1. DIHYDROPYRIDINES

The dihydropyridines are potent vasodilators that have little or no negative effect

upon cardiac contractility or conduction. They can be further divided into three cate-

gories based upon half-life and effect on contractility:

1. Short-acting liquid nifedipine.

2. Longer-acting formulations with little cardiac depressant activity: felodipine, isradipine,

nicardipine, nifedipine GITS and CC, and nisoldipine.

3. Long-acting agents with no cardiac depressant activity: amlodipine, lacidipine.

3.3.1.2. VERAPAMIL AND DILTIAZEM

Verapamil and, to a lesser extent, diltiazem are less potent vasodilators but have

negative effects upon cardiac conduction and contractility.

3.3.2. Side Effects

The side effects that may be seen with the calcium channel blockers vary with

the agent that is used. The potent vasodilators can, in 10–20% of patients, lead to one

or more of the following: headache, dizziness or lightheadedness, flushing, and periph-

eral edema. The peripheral edema, which is infrequent with verapamil, is related to

redistribution of fluid from the vascular space into the interstitium, possibly induced

by vasodilation, which allows more of the systemic pressure to be transmitted to the

capillary circulation. In one study of 12 healthy subjects, for example, a single dose of

nifedipine increased the foot volume despite also increasing sodium excretion. Thus,

treatment of this form of edema with a diuretic will not relieve the edema. On the other

hand, edema is much less common when a dihydropyridine is given with an ACE inhib-

itor. This effect is probably related to venodilation by the ACE inhibitor, which helps

remove the fluid sequestered in the capillary bed by the arteriolar dilation from the

calcium channel blocker. This form of combination therapy is likely to become much

more common since the Food and Drug Administration (FDA) has approved fixed-

(low) dose combination preparations of these drugs. The major adverse effect with verap-

amil is constipation, which can occur in over 25% of patients.

Along with freedom from most of the side effects seen with other classes of anti-

hypertensive agents, calcium antagonists may be unique in not having their antihyper-

tensive efficacy blunted by NSAIDs.

3.3.2.1. EFFECTS ON CARDIAC FUNCTION

Verapamil and, to a lesser degree, diltiazem can diminish cardiac contractility

and slow cardiac conduction. As a result, these drugs are relatively contraindicated in
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patients who are taking beta-blockers or who have severe left ventricular systolic dys-

function, sick sinus syndrome, and second- or third-degree atrioventricular block.

The dihydropyridines have less cardiac depressant activity in vivo for two reasons:

(a) the doses employed are limited by the peripheral vasodilation; as a result, plasma

levels sufficient to impair contractility and atrioventricular conduction are not achieved;

and (b) acute vasodilation leads to a reflex increase in sympathetic activity that can

counteract the direct effect of calcium channel blockade.

3.3.3. Specific Drug Interactions (46–48)

3.3.3.1. ISRAPIDINE

Drugs that affect cytochrome CYP (P450) 3A can alter the metabolism of isra-

dipine. Anticonvulsants (such as phenytoin, phenobarbital, and carbamazepine) induce

both the intestinal and hepatic form of this isoenzyme. Induction increases the first-

pass metabolism of isradipine and decreases its bioavailability. On the other hand, keto-

conazole, erythromycin, clarithromycin, cimetidine, grapefruit juice, and other calcium

channel blockers can inhibit cytochrome P450 3A. The calcium channel blocker effect

is greatest with verapamil, which can slow metabolism of substrates for this isoenzyme

by up to 50%. Diltiazem is less potent and other dihydropyridines (such as nicardipine

and nisoldipine) appear to have negligible effects. Cytochrome inhibition diminishes

first-pass metabolism and increases (as much as twofold) the bioavailability of isra-

dipine. Elimination of absorbed isradipine is also reduced, and the combined effect

cause dramatic increases in the plasma level and activity of this drug. Cautious dosing

is required in this setting. In addition to being a substrate for CYP3A, isradipine is also

capable of inhibiting this isoenzyme. As a result, its coadministration with other drugs

that are metabolized by this isoenzyme (such as terfenadine and quinidine) can lead to

a clinically important interaction and careful monitoring is important.

3.3.3.2. FELODIPINE (49–51)

Anticonvulsants (phenytoin, phenobarbital, and carbamazepine) can induce intes-

tinal and hepatic cytochrome CYP (P450) 3A. Induction of this enzyme increases the

first-pass effect of felodipine and decreases its bioavailability. As a result, higher doses

may be required. In comparison, inhibitors of this isoenzyme lead to an increase in plasma

drug levels. The effect of grapefruit juice appears to be mediated by selective downreg-

ulation of CYP3A in the intestine. The clinical significance of the change in felodipine

metabolism with more usual amounts of grapefruit juice ingestion is uncertain. Inhibition

of cytochrome CYP3A diminishes the first-pass metabolism of felodipine and increases

(as much as twofold) its bioavailability. The elimination of absorbed felodipine is also

diminished. The net effect may be a dramatic elevation in the plasma felodipine concen-

tration and in drug activity. Cautious dosing is required in this setting.

3.3.3.3. NICARDIPINE, NIFEDIPINE, NIMODIPINE (52–55)

Drugs that affect cytochrome CYP (P450) 3A can alter the metabolism of nicar-

dipine. Elimination of absorbed nicardipine is also reduced, and the combined effect

cause dramatic increases in the plasma level and activity of this drug. Cautious dosing

is required.
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3.3.3.4. NISOLDIPINE (56,57)

Drugs that affect cytochrome CYP (P450) 3A can alter the metabolism of nis-

oldipine. Propranolol also slows nisoldipine elimination. It is unlikely that this effect

occurs by enzyme inhibition, since these two drugs are metabolized by different cyto-

chrome P450 isoenzymes. Propranolol and presumably other �-blockers may act by

decreasing hepatic blood flow.

3.3.3.5. VERAPAMIL (58–60)

Drugs that affect cytochrome CYP (P450) 3A can alter the metabolism of ver-

apamil. It is of interest that verapamil itself has the greatest inhibitory effect of the

calcium channel blockers, decreasing the metabolism for substrates of cytochrome

CYP3A by up to 50%. As a result, its coadministration with other drugs that are metab-

olized by this isoenzyme can lead to a clinically important interaction and careful mon-

itoring is important. Examples of this interaction with verapamil include cyclosporine,

digoxin, digitoxin, quinidine, terfenadine, and most of the dihydropyridines (such as

felodipine, nifedipine, nicardipine, nisoldipine, and isradipine). Moreover, verapamil

can displace digitalis from tissue-binding sites and may enhance free digitalis that could

cause toxicity.

3.3.3.5.1. Pharmacodynamic Interactions. These include exerting negative

inotropic effects and slowing conduction through the atrioventricular node (negative

dromotropic action). A number of other cardiovascular drugs may have pharmacody-

namic interactions with verapamil (�-blockers have negative inotropic and negative

dromotropic effects that may be additive to those of verapamil. Digoxin, which slows

AV nodal conduction via its vagotonic activity, can have an additive pharmacologic

effect on AV nodal conduction with verapamil, independent of the metabolic interaction

described above. Adenosine is a rapidly acting agent that slows conduction through the

AV node. Thus, the dose of adenosine necessary to produce AV nodal blockade is lower

for patients being treated with verapamil.)

3.4. ACE Inhibitors and AT-1 Antagonists

3.4.1. ACE Inhibitors (Fig. 2)

ACE inhibitors were synthesized as specific inhibitors of the converting enzyme

that breaks the peptidyldipeptide bond in angiotensin I, preventing the enzyme from

attaching to and splitting the angiotensin I structure. Because angiotensin II cannot be

formed and angiotensin I is inactive, the ACE inhibitor paralyzes the renin-angioten-

sin system, thereby removing the effects of endogenous angiotensin II as both a vaso-

constrictor and a stimulant to aldosterone synthesis (61,62).

Interestingly, the plasma angiotensin II levels actually return to previous readings

with chronic use of ACE inhibitors whereas the blood pressure remains lowered. This

suggests that the antihypertensive effect may involve other mechanisms. Since the same

enzyme that converts angiotensin I to angiotensin II is also responsible for inactiva-

tion of the vasodepressor hormone bradykinin, by inhibiting the breakdown of bradyki-

nin, ACE inhibitors increase the concentration of a vasodepressor hormone while they

decrease the concentration of a vasoconstrictor hormone. The increased plasma kinin
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levels may contribute to the improvement in insulin sensitivity observed with ACE

inhibitors, but they are also responsible for the most common and bothersome side

effect of their use, a dry, hacking cough. ACE inhibitors may also vasodilate by increas-

ing levels of vasodilatory prostaglandins and decreasing levels of vasoconstricting endo-

thelins. Their effects may also involve inhibition of the renin-angiotensin system within

the heart and other tissues.

Regardless of the manner in which they work, ACE inhibitors lower blood pres-

sure mainly by reducing peripheral resistance with little, if any, effect on heart rate,

cardiac output, or body fluid volumes. After a year of treatment with an ACE inhibitor,

the structure and function of subcutaneous resistance vessels were improved whereas

no changes were observed with a �-blocker. The lack of a rise in heart rate despite a

significant fall in blood pressure has been explained by a blunting of the adrenergic

nervous system. ACE inhibitors are widely used in the treatment of hypertension and

congestive heart failure (63,64). In addition to efficacy, these agents have the addi-

tional advantage of being particularly well tolerated, since they produce few idiosyn-

cratic side effects and do not have the adverse effects on lipid and glucose metabolism

seen with diuretics or �-blockers. Although captopril therapy was initially associated

with a variety of presumed sulfhydryl group-related complications such as rash, neu-

tropenia, taste abnormalities, and even the nephrotic syndrome, these problems have

become uncommon since the maximum dose was reduced to 100 to 150 mg/d. It has

also been proposed that ACE inhibitors are associated with an improved quality of life

compared to some other antihypertensive drugs, such as propranolol and methyldopa.

However, later studies have not confirmed a significant advantage of any antihyperten-

sive drug in terms of quality of life.

In summary, these drugs are widely used for all degrees and forms of hyperten-

sion. Their use is likely to increase further because of their particular ability to decrease

intrarenal hypertension (65), to unload the hemodynamic burden of congestive heart

failure, and to protect against ventricular dysfunction after myocardial infarction.

3.4.1.1. SIDE EFFECTS (66–71)

Most patients who take an ACE inhibitor experience no side effects nor the bio-

chemical changes often seen with other drugs that may be of even more concern even

though they are not so obvious; neither rises in lipids, glucose, or uric acid nor falls in

potassium levels are seen, and insulin sensitivity may improve.

ACE inhibitors may cause both specific and nonspecific adverse effects. Among the

specific ones are rash, loss of taste, glomerulopathy manifested by proteinuria, and leuko-

penia. In addition, these drugs may cause a hypersensitivity reaction with angioneurotic

Fig. 2. Mechanism of action.
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edema194. A cough, although often persistent, is infrequently associated with pulmo-

nary dysfunction.

The side effects that do occur are primarily related directly or indirectly to reduced

angiotensin II formation. These include hypotension, acute renal failure, hyperkalemia,

and problems during pregnancy. There are other complications, cough, angioneurotic

edema, and anaphylactoid reactions, that are thought to be related to increased kinins

since ACE is also a kininase. This is an important distinction clinically because the side

effects related to reduced angiotensin II, but not those related to kinins, are also seen

with the angiotensin II receptor antagonists.

3.4.1.1.1. Hypotension. Weakness, dizziness, or syncope may result from an

excessive reduction in blood pressure. First-dose hypotension, which can be marked in

hypovolemic patients with high baseline renin levels, can be minimized by not begin-

ning therapy if the patient is volume depleted and by discontinuing prior diuretic therapy

for 3–5 d. Hypotension can also occur after the initiation of therapy in patients with con-

gestive heart failure. The risk can be minimized by beginning with a very low dose, such

as 2.5 mg twice a day (b.i.d.) of enalapril.

3.4.1.1.2. Acute Renal Failure. A decline in renal function, which is usually

modest, may be observed in some patients with bilateral renal artery stenosis, hyper-

tensive nephrosclerosis, congestive heart failure, polycystic kidney disease, or chronic

renal failure. In each of these disorders, intrarenal perfusion pressure is reduced, a

setting in which maintenance of glomerular filtration rate (GFR) is maintained in part

by an angiotensin II-induced increase in resistance at the efferent (postglomerular) arte-

riole. Blocking this response with an ACE inhibitor will sequentially relax the efferent

arteriole, lower intraglomerular pressure, and reduce the GFR. The rise in the plasma

creatinine concentration generally begins a few days after the institution of therapy,

since angiotensin II levels are rapidly reduced. Thus, renal function should be checked

at 3–5 d when an ACE inhibitor is begun in a patient who has renal artery stenosis or

who is at high risk for this problem (as in an older patient with severe hypertension and

atherosclerotic vascular disease). Another rare cause of acute renal failure that is of

unproven relation to ACE inhibitors is the development of renal artery thrombosis.

This complication appears to occur most often in patients with marked (�95%) stenotic

lesions who have an excessive reduction in blood pressure. It is therefore unclear if

there is any specific predisposing effect of the ACE inhibitor.

3.4.1.1.3. Hyperkalemia. Angiotensin II and an elevation in the plasma potas-

sium concentration are the major factors that increase the release of aldosterone, which

is the major hormonal stimulus to urinary potassium excretion. In addition to the direct

effect of systemic angiotensin II, angiotensin II generated locally within the adrenal

zona glomerulosa may mediate the potassium-induced stimulation of aldosterone.

Blocking both of these actions with an ACE inhibitor will reduce aldosterone secretion,

thereby impairing the efficiency of urinary potassium excretion. The overall incidence

of hyperkalemia (defined as a plasma potassium concentration above 5.1 meq/L) is

approximately 10%. However, there is a marked variability in risk. ACE inhibitors

generally raise the plasma potassium concentration by less than 0.5 meq/L in patients

with relatively normal renal function. In contrast, more prominent hyperkalemia may

be seen in patients with renal insufficiency, concurrent use of a drug promoting potas-

sium retention such as a potassium-sparing diuretic or an NSAID, or among the elderly.
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Among those with renal dysfunction (GFR �60 mL/min), limited evidence suggests that

increases in serum potassium may be less pronounced with an angiotensin receptor

blocker than with an ACE inhibitor (0.12 vs 0.28 meq/L). The use of very low doses

of ACE inhibitors may lessen the incidence of hyperkalemia, but still provide some

benefit. One well-designed study of 13 patients with proteinuria and mild renal insuffi-

ciency evaluated the incidence of hyperkalemia and the antiproteinuric and antihyper-

tensive effects with low- (1.25 mg/d) and high-dose (10 mg/d) ramipril, and placebo.

Equivalent antiproteinuric effects were observed with both doses of ramipril (4.4–3.7

gm/d); by comparison, low-dose ramipril did not alter the blood pressure or plasma

potassium level, whereas the higher dose resulted in an increase in the plasma potas-

sium (4.5–4.8 meq/L, p < 0.05) and a decrease in blood pressure.

3.4.1.1.4. Cough. A dry, hacking cough may develop in 3–20% of patients treated

with an ACE inhibitor. The cough has the following clinical features:

1. It usually begins within 1–2 wk of instituting therapy, but can be delayed up to 6 mo.

2. It generally recurs with rechallenge, with either the same or a different ACE inhibitor.

3. It does not occur more frequently in asthmatics than in nonasthmatics but it may be

accompanied by bronchospasm.

4. Women are affected more frequently than men.

5. It typically resolves within 1–4 d of discontinuing therapy, but can take up to 4 wk.

The mechanism responsible for the ACE inhibitor-induced cough is not known, but

increased local concentrations of kinins, substance P, prostaglandins, or thromboxane

may be important.

Both kinins and substance P are metabolized by converting enzyme; thus, their

levels are increased by converting enzyme inhibition. Kinins, for example, may induce

bronchial irritation and cough via enhanced production of prostaglandins, which may

then stimulate afferent C-fibers in the airway. Activation of the arachidonic acid path-

way with ACE inhibition may also lead to elevated levels of thromboxane, which can

potentiate bronchoconstriction. The possible role of thromboxane in ACE inhibitor-

induced cough was evaluated in a double-blind crossover study of nine patients who had

developed cough while taking enalapril. The patients were treated with placebo or

pico-tamide (600 mg b.i.d.), an agent that inhibits thromboxane synthetase and antag-

onizes the thromboxane receptor. Active therapy resulting in a significant reduction

in thromboxane levels and stopped the cough in eight of the nine patients within 72 h.

Inadequate absorption of picotamide occurred in the one nonresponder.

Cough is not a problem with angiotensin II receptor antagonists, such as losartan,

which block only the effect of angiotensin II and have no effect on other hormonal

mediators. It remains unclear why cough occurs in only some patients treated with ACE

inhibitors. It has been suggested that genetic factors may be important. However, com-

mon genetic variants for ACE, the B2-bradykinin receptor, or chymase (another enzyme

that can convert angiotensin I to angiotensin II) do not explain the variation in suscep-

tibility to cough. Treatment consists of lowering the dose or discontinuing the drug,

which will lead to resolution of the cough. Improvement often begins within 4–7 d but

may persist for thre 3–4 wk or more in some patients. Patients who have had a good anti-

hypertensive response to the ACE inhibitor can be switched to an angiotensin II recep-

tor antagonist.
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3.4.1.1.5. Angioneurotic Edema and Anaphylactoid Reactions. Angioneurotic

edema is a rare (0.1–0.2%) but potentially fatal complication of ACE inhibitors. This

problem usually appears within hours or at most 1 wk, but can occur as late as 1 yr or

more after the onset of therapy. It is typically characterized by swelling of the mouth,

tongue, pharynx, and eyelids, and occasionally laryngeal obstruction. Patients should

be advised to discontinue the drug and call the physician if they develop facial edema

or a sore throat independent of an upper respiratory infection. All ACE inhibitors can

induce angioneurotic edema, although it is unclear if they do so with same frequency.

The mechanism responsible for the angioneurotic edema is not well understood, but

increased kinins may play a role. It is possible, for example, that genetic mild defi-

ciencies in kinin degradation could predispose selected patients to the development of

this complication when kinin levels are enhanced following administration of an ACE

inhibitor. It is likely, however, that kinins do not provide the entire explanation since

some cases of angioneurotic edema have been described with the angiotensin II recep-

tor antagonists that do not raise kinin levels. Another hypothesis is that susceptible

patients have a subclinical hereditary or acquired deficiency of complement 1-esterase

inactivator, which is another cause of angioneurotic edema. The risk of recurrence of

angioedema if ACE inhibitors are continued was addressed in a report of 82 patients

who had a first episode of angioedema while on an ACE inhibitor. The overall rate of

recurrence during an average follow-up of 2.3 yr was 8.5 per 100 patient-years; how-

ever, the risk was much higher in those with continued exposure to ACE inhibitors (18.7

vs 1.8 per 100 patient-years). Review of the medical records revealed that physicians

often attributed the angioedema to other causes even after multiple recurrences. Similar

factors may contribute to the high incidence of anaphylactoid reactions seen when ACE

inhibitors are used in patients treated with high-flux hemodialysis using polyacryloni-

trile (PAN) dialyzers.

3.4.1.1.6. Contraindication in Pregnancy. ACE inhibitors are contraindicated in

pregnancy, since they are associated with an increased incidence of fetal complications.

3.4.1.1.7. Poisoning. Symptoms of ACE inhibitor overdosing are usually mild.

If, however, severe hypotension occurs, intravenous fluids and inotropic support may

be required.

3.4.1.2. DRUG INTERACTIONS

Antacids can decrease the GI absorption of captopril if administered simultane-

ously. Captopril, and possibly other ACE inhibitors, can enhance the activity of oral anti-

diabetic agents. Hypoglycemia has occurred when captopril was added to either gly-

buride or biguanide therapy. Caution should be observed when captopril is added to

the regimen of patients receiving these drugs.

Captopril can enhance the effects of antihypertensive agents and diuretics on

blood pressure if given concomitantly. This additive effect may be desirable, but dos-

ages must be adjusted accordingly. Patients with hyponatremia or hypovolemia may

become hypotensive and/or develop reversible renal insufficiency when given captopril

and diuretics concomitantly. Indomethacin has been shown to inhibit the antihyper-

tensive response to captopril. Other NSAIDs, aspirin, and other salicylates may also

exert a similar effect on captopril’s action, however, other ACE inhibitors may not be

affected to the same degree as captopril. It is thought that the antihypertensive action
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of captopril is highly dependent on its ability to stimulate the synthesis of vasodilatory

prostaglandins. NSAIDs inhibit prostaglandin synthesis, thereby attenuating captopril’s

ability to lower blood pressure. Loss of antihypertensive effect should be considered

if an NSAID is added to a regimen that includs captopril. In addition, patients on cap-

topril should be cautioned about routine use of aspirin or over-the-counter NSAIDs.

Many of the ACE inhibitor trials were performed on a background of ASA (ace-

tylsalicyclic acid) suggesting their effects may be additive, although some data also

suggest there may be a negative interaction between the two drugs.

Inhibition of ACE results in decreased aldosterone production and potentially

decreased potassium excretion, leading to small increases in serum potassium. Hyper-

kalemia can occur if captopril is given to patients receiving drugs that also increase

serum potassium concentration, including potassium-sparing diuretics such as amiloride

or spironolactone, potassium salts, or heparin.

Serum digoxin concentrations can rise by 15–30% in patients with congestive

heart failure who are given digoxin and captopril concomitantly. However, captopril-

induced hyperkalemia can offset the increased digoxin concentrations, and captopril

and digoxin have been administered to patients with congestive heart failure with no

apparent adverse effects. The clinical significance of this interaction is not clear.

Probenecid decreases the renal tubular secretion of captopril, resulting in higher

captopril serum concentrations. If probenecid is given to a patient stabilized on capto-

pril, hypotension may occur. This interaction would appear to be of lesser significance

if captopril is added after probenecid therapy is in place.

Captopril can decrease the renal elimination of lithium, which can lead to lithium

toxicity. Plasma lithium concentrations should be monitored carefully during concomi-

tant captopril therapy. Clinicians should note that some other antihypertensive agents

may also interact with lithium.

3.4.2. Possible Differences Between ACE Inhibitors

It has generally been assumed that the different ACE inhibitors are equally well

tolerated. In one large study, for example, enalapril and captopril were equally effective,

had the same incidence of usual side effects (such as cough), and the same frequency

of drug withdrawal. However, careful quality of life evaluations suggested that patients

treated with captopril had a more favorable overall quality-of-life and an increase in

general perceived health; these effects were most prominent in those patients who

began with a higher quality of life. How this difference might occur is unclear, but

differences in penetration into the CNS may be important. The clinical significance of

this observation is at present uncertain. Other studies plus the experience of most prac-

titioners do not support the observation that enalapril or other ACE inhibitors lead to

an important reduction in the quality of life in many or most patients.

3.4.3. AT-1-Receptor Antagonists

There are a number of approved nonpeptide selective blockers of the binding of

angiotensin II to type 1 (AT-1) angiotensin receptors on the cell membrane, thereby

inhibiting the action of angiotensin II (72–74). Thus, these drugs, angiotensin II recep-

tor antagonists or blockers (ARBs), represent the third class that antagonizes the renin-

angiotensin-aldosterone system: �-blockers reduce the release of renin by inhibiting��-1
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receptor stimulation; and the ACE inhibitors block the conversion of inactive angioten-

sin I to the active hormone angiotensin II. Blockade of the action of angiotensin II leads

to elevations in plasma levels of renin, angiotensin I, and angiotensin II. However, this

build-up of precursors does not overwhelm the receptor blockade, as evidenced by a

persistent fall in both blood pressure and plasma aldosterone levels.

Angiotensin II receptor blockers may offer all of the advantages of ACE inhibi-

tors and fewer side effects (75–80).

3.4.3.1. SIDE EFFECTS

The angiotensin II receptor antagonists are generally well tolerated. The side-

effect profile is similar to that with the ACE inhibitors (e.g., increased incidence of

hyperkalemia (81) and of acute renal failure in renovascular hypertension), except

for those side effects that may be mediated by kinins, particularly cough, which is the

most common reason that patients discontinue use of an ACE inhibitor, and much less

often angioedema. The incidence of cough with angiotensin II receptor antagonists is

similar to that with placebo (3%) and well below that seen with ACE inhibitors (approx-

imately 10%). One large study evaluated patients with a prior history of ACE inhibi-

tor–induced cough; the incidence of recurrent cough was much higher with readmin-

istration of an ACE inhibitor (67%) than with either valsartan or hydrochlorothiazide

(19%). However, this protection does not appear to be absolute. Thus far, at least 19

cases of angioedema have been described in patients taking losartan; this complication

is typically characterized by swelling of the mouth, tongue, pharynx, and eyelids, and

occasionally laryngeal obstruction. How this might occur is unclear but nonkinin fac-

tors are presumably involved. Another uncommon adverse effect of uncertain origin

is dysgeusia.

3.4.3.1.1. Use in Pregnancy. As with ACE inhibitors, angiotensin II receptor

antagonists are contraindicated in pregnancy. An additional concern is that AT1 recep-

tor blockade results in the disinhibition of renin release by angiotensin II and increased

formation of all angiotensin peptides. These peptides could activate the AT2 receptor,

which is known to have high prevalence in the fetus. The availability of the first new

class of antihypertensive agents in more than 10 yr has added a great deal of excite-

ment to the treatment of hypertension. It is at present unclear if angiotensin II receptor

antagonists will turn out to be a minor addition (an ACE inhibitor without cough, which

would still be useful) or a major advance. They may provide a better way to overcome

the adverse effects of the renin-angiotensin system. However, outcome data are needed

before they are recommended instead of ACE inhibitors.

3.4.3.2. DRUG INTERACTIONS

Some of the AT-1 blockers are metabolized by the cytochrome P450 (CYP) enzyme

system to a significant extent, and as a result, are subject to potential metabolism-

related drug interactions. Other drug interaction studies with common medications such

as digoxin, warfarin, oral contraceptives, and nifedipine have not revealed any signif-

icant drug interactions.

Like nearly all other AT-1 blockers, losartan has relatively poor bioavailability,

but its absorption is not significantly affected by food. Following absorption, losartan

is converted to an active metabolite, EXP3174, in the liver by the CYP2C9 and possi-
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bly CYP3A enzymes. This metabolite is responsible for the majority of the drug’s

effects. Medications that inhibit the drug-metabolizing enzymes CYP2C9 (Fluvastatin,

fluvoxamine, fluoxetine, metronidazole, ritonavir) and possibly CYP3A may inhibit

the conversion of losartan to its metabolite, possibly decreasing its effectiveness.

Unlike losartan, valsartan does not require enzymatic conversion to an active form,

and valsartan is only minimally metabolized by the body, decreasing the risk of signif-

icant drug interactions.

Irbesartan is not a prodrug, but it is metabolized in the liver by the CYP2C9 enzyme.

Therefore, drugs that affect this enzyme may interact with irbesartan. Specifically,

inducers of CYP2C9 may increase the metabolism and decrease the effectiveness of

irbesartan. CYP2C9 inhibitors would be expected to have the opposite effect.

Eprosartan also does not require activation in the body and is not metabolized

significantly, lowering the risk of drug interactions.

The effects of candesartan cilexetil are maintained for more than 24 h due to

slow dissociation of the drug from the AT1 receptor. Candesartan cilexetil is a prodrug

that is converted into the active drug, candesartan, during absorption. Preliminary drug

interaction studies have not revealed any significant interactions.

Excretion of lithium reduced (increased plasma-lithium concentration).

4. DIGITALIS

Cardiac glycosides (82) are of potential value in most patients with symptoms and

signs of systolic heart failure secondary to ischemic, valvular, hypertensive, or congeni-

tal heart disease; dilated cardiomyopathies; and cor pulmonale. Improvement of depressed

myocardial contractility by glycosides increases cardiac output, promotes diuresis,

and reduces the filling pressure of the failing ventricle, with the consequent reduction of

pulmonary vascular congestion and central venous pressure. It is widely accepted that

cardiac glycosides are of benefit in the treatment of patients with heart failure accom-

panied by atrial fibrillation or atrial flutter and a rapid ventricular response.

William Withering’s monograph in the 18th century contains the first compre-

hensive description of digitalis glycosides in the treatment of congestive heart failure.

The chemical structure of this venerable class of drugs includes a steroid nucleus con-

taining an unsaturated lactone at the C17 position and one or more glycosidic residues at

C3. Digoxin is now the most commonly prescribed cardiac glycoside owing to its con-

venient pharmacokinetics, alternative routes of administration, and the widespread avail-

ability of serum drug-level measurements.

4.1. Mechanism of Action

Congestive heart failure: For many years cardiac glycosides have been known to

increase the velocity and extent of shortening of cardiac muscle, resulting in a shift

upward and to the left of the ventricular function (Frank Starling) curve relating stroke

work to filling volume or pressure. This occurs in normal as well as failing myocardium

and in atrial as well as ventricular muscle. The positive inotropic effect is due to an

increase in the availability of cytosolic Ca++ during systole, thus increasing the velocity

and extent of sarcomere shortening. This increase in intracellular Ca++ is a conse-

quence of cardiac glycoside-induced inhibition of the sarcolemmal Na+,K+-ATPase.
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Supraventricular Arrhythmias: Direct suppression of the AV node conduction to

increase effective refractory period and decrease conduction velocity results in posi-

tive inotropic effect, enhanced vagal tone, and decreased ventricular rate to fast atrial

arrhythmias. Atrial fibrillation may decrease sensitivity and increase tolerance to higher

serum digoxin concentrations.

4.1.1. Pharmacokinetics

The half-life for digoxin elimination of 36–48 h in patients with normal or near-

normal renal function permits once-a-day dosing. In the absence of loading doses,

near steady-state blood levels are achieved in four to five half-lives, or about 1 wk

after initiation of maintenance therapy if normal renal function is present. Digoxin is

largely excreted unchanged, with a clearance rate proportional to the GFR, resulting

in the excretion of approximately one-third of body stores daily. In patients with heart

failure and reduced cardiac reserve, increased cardiac output and renal blood flow in

response to treatment with vasodilators or sympathomimetic agents may increase renal

digoxin clearance, necessitating dosage adjustment. Digoxin is not removed effectively

by peritoneal dialysis or hemodialysis because of its large (4–7 L/kg) volume of distribu-

tion. The principal body reservoir is skeletal muscle and not adipose tissue. Accordingly,

dosing should be based on estimated lean body mass. Neonates and infants tolerate and

may require higher doses of digoxin for an equivalent therapeutic effect than older chil-

dren or adults. Digoxin crosses the placenta and drug levels in maternal and umbilical

vein blood are similar.

Current tablet preparations of digoxin average 70–80% oral bioavailability, with

elixir and encapsulated gel preparations approaching 90–100%. Parenteral digoxin is

available for intravenous use. Loading or maintenance doses can be given by intrave-

nous injection, which should be carried out over at least 15 min to avoid vasoconstrictor

responses to more rapid injection. Intramuscular digoxin is absorbed unpredictably,

causes local pain, and is not recommended.

4.2. Drug Interactions (83–91)

4.2.1. Pharmacokinetics

• Cholestyramine, colestipol, kaolin-pectin may reduce digoxin absorption. Separate

administration.

• Metoclopramide may reduce the absorption of digoxin tablets.

• Amiodarone reduces renal and nonrenal clearance of digoxin and may have additive

effects on heart rate. Reduce digoxin dose by 50% with start of amiodarone.

• Carvedilol may increase digoxin blood levels in addition to potentiating its effects on

heart rate.

• Cyclosporine may increase digoxin levels, possibly due to reduced renal clearance.

• Erythromycin, clarithromycin, and tetracyclines may increase digoxin (not capsule form)

blood levels in a subset of patients.

• Indomethacin has been associated with isolated reports of increased digoxin blood

levels/toxicity.

• Itraconazole may increase digoxin blood levels in some patients; monitor.

• Neomycin can decrease digoxin absorption to a variable degree.

• Propafenone increases digoxin blood levels. Effects are highly variable; monitor closely.
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• Propylthiouracil (and methimazole) may increase digoxin blood levels by reducing thy-

roid hormone.

• Quinidine increases digoxin blood levels substantially. Effect is variable (33–50%).

Monitor digoxin blood levels/effect closely. Reduce digoxin dose by 50% with start

of quinidine. Other related agents (hydroxychloroquine, quinine) should be used with

caution.

• Rifampin reduces the intestinal absorption of digoxin, an effect that probably occurs

by the induction of intestinal P-glycoprotein. It is likely that anticonvulsants (pheny-

toin, phenobarbital, and carbamazepine) will cause the same interaction.

• Spironolactone may interfere with some digoxin assays, but may also increase blood

levels directly. However, spironolactone may attenuate the inotropic effect of digoxin.

Monitor effects of digoxin closely.

• Sulfasalazine can decrease digoxin absorption to a variable degree.

• These medications have been associated with reduced digoxin blood levels, which

appear to be of limited clinical significance: aminoglutethimide, aminosalicylic acid,

aluminum-containing antacids, sucralfate, sulfasalazine, neomycin, ticlopidine.

• These medications have been associated with increased digoxin blood levels, which

appear to be of limited clinical significance: famciclovir, flecainide, ibuprofen, fluoxe-

tine, nefazodone, cimetidine, famotidine, ranitidine, omeprazole, trimethoprim.

4.2.2. Pharmacodynamics

• Amiloride may reduce the inotropic response to digoxin.

• Levothyroxine (and other thyroid supplements) may decrease digoxin blood levels.

• Penicillamine has been associated with reductions in digoxin blood levels.

• Amiodarone reduces renal and nonrenal clearance of digoxin and may have additive

effects on heart rate. Reduce digoxin dose by 50% with start of amiodarone.

• Benzodiazepines (alprazolam, diazepam) have been associated with isolated reports

of digoxin toxicity.

• Beta-blocking agents (propranolol) may have additive effects on heart rate.

• Calcium preparations: Rare cases of acute digoxin toxicity have been associated with

parenteral calcium (bolus) administration.

• Carvedilol may increase digoxin blood levels in addition to potentiating its effects on

heart rate.

• Moricizine may increase the toxicity of digoxin (mechanism undefined).

• Succinylcholine administration to patients on digoxin has been associated with an in-

creased risk of arrhythmias.

• Verapamil diltiazem, bepridil, and nitrendipine increased serum digoxin concentrations.

Other calcium channel blocking agents do not appear to share this effect. Reduce dig-

oxin’s dose with the start of verapamil.

• Drugs that cause hypokalemia (thiazide and loop diuretics, amphotericin B): Hypokale-

mia may potentiate digoxin toxicity.

4.3. Digitalis Toxicity and Therapeutic Drug Monitoring

Overt digitalis toxicity tends to emerge at two- to threefold higher serum concen-

trations than the target 1.8 nmol/L, but it must always be remembered that a substan-

tial overlap of serum levels exists among patients exhibiting symptoms and signs of

toxicity and those with no clinical evidence of intoxication. If ready access to serum

digoxin assays is available, a reasonable approach to the initiation of therapy is to begin

at 0.125–0.375 mg/d, depending on lean body mass and estimated creatinine clearance,
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and to measure a serum digoxin level 1 wk later with careful monitoring of clinical

status in the interim. Patients with impaired renal function will not yet have reached

steady state and need to be monitored closely until four to five clearance half-lives

have elapsed (as long as 3 wk). Oral or intravenous loading with digoxin, although

generally safe, is rarely necessary as other safer and more effective drugs exist for short-

term inotropic support or for initial treatment of supraventricular arrhythmias.

Blood samples for serum digoxin-level measurement should be taken at least 6–8 h

following the last digoxin dose. Serum-level monitoring is justified in patients with sub-

stantially altered drug clearance rates or volumes of distribution (e.g., very old, debil-

itated, or very obese patients). Adequacy of digoxin dosing and risk of toxicity in a

given patient should never be based on a single isolated serum digoxin concentration

measurement.

Although the incidence and severity of digitalis intoxication are decreasing, vigi-

lance for this important complication of therapy is essential. Disturbances of cardiac

impulse formation, conduction, or both are the hallmarks of digitalis toxicity. Among

the common electrocardiographic manifestations are ectopic beats of AV junctional

or ventricular origin, first-degree atrioventricular block, an excessively slow ventricular

rate response to atrial fibrillation, or an accelerated AV junctional pacemaker. These

manifestations may require only a dosage adjustment and monitoring as clinically appro-

priate. Sinus bradycardia, sinoatrial arrest or exit block, and second- or third-degree

atrioventricular conduction delay often respond to atropine, but temporary ventricular

pacing is sometimes necessary and should be available. Potassium administration is

often useful for atrial, AV junctional, or ventricular ectopic rhythms, even when the

serum potassium is in the normal range, unless high-grade atrioventricular block is also

present. Magnesium may be useful in patients with atrial fibrillation and an accessory

pathway in whom digoxin administration has facilitated a rapid accessory pathway-

mediated ventricular response. Lidocaine or phenytoin, which in conventional doses

have minimal effects on atrioventricular conduction, are useful in the management of

worsening ventricular arrhythmias that threaten hemodynamic compromise. Electri-

cal cardioversion can precipitate severe rhythm disturbances in patients with overt

digitalis toxicity, and should be used with particular caution.

Potentially life-threatening digoxin or digitoxin toxicity can be reversed by anti-

digoxin immunotherapy. Purified Fab fragments from digoxin-specific antisera are avail-

able at most poison control centers and larger hospitals in North American and Europe.

Clinical experience in adults and children has established the effectiveness and safety

of antidigoxin Fab in treating life-threatening digoxin toxicity, including cases of mas-

sive ingestion with suicidal intent. Doses of Fab are calculated on the basis of a simple

formula based on either the estimated dose of drug ingested or the total-body digoxin

burden and are administered intravenously in saline over half an hour.

5. NITRATES

Angina pectoris is a symptom complex caused by transient myocardial ischemia.

Metabolism in cardiac myocytes is aerobic; as a result, myocardial ischemia occurs

when there is an imbalance between oxygen demand and oxygen supply. Myocardial

oxygen demand varies with heart rate, contractility, and left ventricular wall stress,
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which is proportional to left ventricular systolic pressure and left ventricular size.

Myocardial oxygen supply is dependent upon coronary blood flow, which is limited

in patients with critical coronary artery stenoses or prominent coronary vasoconstric-

tion. In addition, the subendocardium receives most of its blood supply during diastole.

Conditions that decrease the duration of diastole, such as tachycardia, make the sub-

endocardium susceptible to ischemia. Thus, the treatment of angina is aimed at decreas-

ing oxygen demand and/or increasing oxygen supply.

Nitrates (as well as �-blocking agents and calcium channel blockers—which are

reviewed in the antihypertensives section) are used for pharmacological treatment of

angina. As a consequence, the ratio of myocardial oxygen demand to myocardial oxy-

gen supply improves, and myocardial ischemia is alleviated.

Variant angina (also called Prinzmetal’s angina) is a form of angina in which

angina pectoris spontaneously occurs in association with scapulothoracic (ST) segment

elevation on the EKG. Although it was thought to have been first described by Prinz-

metal, this form of angina had actually been recognized in the 1930s by other investi-

gators. Prinzmetal proposed that episodic “temporary increased tonus” in a high-grade

obstruction of a major coronary artery was responsible for the syndrome of variant

angina. It is now accepted that this hypothesis is correct. Coronary vasospasm is a

transient, abrupt, marked reduction in the luminal diameter of an epicardial coronary

artery that results in myocardial ischemia. This process can usually be reversed by nitro-

glycerin or a calcium channel blocker. Spasm occurs in the absence of any preceding

increase in myocardial oxygen demand and in either normal or diseased vessels. The

reduction in diameter is focal and usually at a single site, although spasm in more than

one site and diffuse spasm have recently been reported. Spasm typically occurs near an

atherosclerotic plaque in a diseased vessel.

The syndrome of unstable angina includes new-onset or crescendo effort angina,

rest angina, early post-MI (myocardial infarction) angina, variant angina, and angina

occurring soon after percutaneous transluminal coronary angioplasty (PTCA) or coro-

nary artery bypass graft (CABG) surgery.

The primary pathophysiologic event in unstable angina is thought to be a reduc-

tion in coronary blood flow due to transient platelet aggregation, coronary thrombo-

sis, or coronary artery spasm. However, small increases in myocardial oxygen demand

can also induce this syndrome. Electrocardiography during episodes of unstable angina

frequently demonstrates ST segment depressions or T wave changes, although transient

ST segment elevations (which express transmural ischemia) can also be observed. Thus,

the underlying nature of unstable angina is similar to that of non-Q wave and transmural

MI. The principal differences between these disorders are the duration and intermit-

tency of coronary occlusion and the extent of collateral supply to the ischemic area of

the myocardium. The major steps involved in the pathogenesis of unstable angina are

thought to be plaque rupture followed by thrombus formation.

Alterations of the ST segment include elevation and depression. The most impor-

tant cause of ST-segment elevation is transmural injury. Outside this setting, ST ele-

vation can be found in combination with other signs of “chronic” or recent infarction

and is associated with ventricular asynergy (usually hypokinesia, but also dyskinesia or

akinesia). Depression of the ST segment occurs during myocardial ischemia, directly

from subendocardial injury or as a mirroring change of ST elevation.
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A proximal left anterior descending MI carries a high mortality and is attributed

to an occlusion of the left anterior descending before or at the first septal perforator.

All of the precordial leads and I and avL show ST segment elevation. The proximal

location of occlusion is associated with compromised perfusion to the His-Purkinje

conduction tissue owing to loss of septal supply, and often accompanied by a new

bundle branch block. Usually left anterior hemiblock or right bundle branch block is

present, but bifasicular blocks, left bundle branch block, or Mobitz II atrioventricular

block are all possible. Cardiogenic shock is not unexpected in this subgroup, unless

there has been effective reperfusion established.

5.1. Nitroglycerin (92–96)

Although the clinical effectiveness of amyl nitrite in angina pectoris was first

described in 1867, organic nitrates are still the drugs most commonly used in the treat-

ment of patients with this condition. By their ability to enhance coronary blood flow

by coronary vasodilation and to decrease ventricular preload by increasing venous capac-

itance, sublingual nitrates are indicated for most patients with an acute coronary syn-

drome. It is now understood that actions by which nitrovasodilators lead to the relaxation

of vascular smooth muscle are through mimicking the activity of nitric oxide and its

congeners. Nitrogen oxides were originally identified as bioactive factors responsible

for endothelium-dependent relaxation of blood vessels. Nitroglycerin is considered a

cornerstone of antianginal therapy. The beneficial effect is thought to occur predomi-

nantly via reduction in myocardial oxygen demand secondary to venodilation-medi-

ated decrease in preload. In addition, nitrates are clearly capable of arterial, in particular

coronary vasodilation, reduction in afterload, improvement in the coronary collateral

circulation, redistribution of transmural coronary blood flow from subepicardial to sub-

endocardial regions, relief of coronary spasm, and some antiplatelet activity. Despite

extensive clinical use, there is remarkably little objective information documenting

the effectiveness of nitroglycerin in unstable angina. Several small trials have evalu-

ated the ability of an open-label infusion of nitroglycerin to reduce the frequency of

ischemic chest pain; symptomatic relief was noted in each of the reports. One rando-

mized trial found that, compared to placebo, intravenous nitroglycerin reduced the

frequency and duration of ischemic episodes. In addition, a single randomized trial com-

pared the intravenous, oral, and transdermal nitroglycerin preparations. There was no

difference in response among the preparations with regard to symptomatic improvement.

However, the small size of this study (40 patients) makes it difficult to draw definitive

conclusions.

Nitroglycerin administered sublingually remains the drug of choice for the treat-

ment of acute angina episodes and for the prevention of angina. Because sublingual

administration avoids first-pass hepatic metabolism, a transient but effective concentra-

tion of the drug rapidly appears in the circulation. The half-life of nitroglycerin itself

is brief, and it is rapidly converted to two inactive metabolites, both of which are found

in the urine after nitroglycerin administration. The liver possesses large amounts of hep-

atic glutathione organic nitrate reductase, the enzyme that breaks down nitroglycerin,

but there is also evidence that blood vessels (veins and arteries) may metabolize nitrates

directly. Within 30–60 min, hepatic breakdown has abolished the hemodynamic and

clinical effects.
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The usual sublingual dose is 0.3–0.6 mg, and most patients respond within 5 min

to one or two 0.3-mg tablets. If symptoms are not relieved by a single dose, additional

doses of 0.3 mg may be taken at 5-min intervals, but no more than 1.2 mg should be

used within a 15-min period. The development of tolerance is rarely a problem with

intermittent usage. Sublingual nitroglycerin is especially useful when it is taken prophy-

lactically shortly before physical activities that are likely to cause angina are under-

taken. Used for this purpose, it may prevent angina for up to 40 min.

In patients with acute MI, it seems reasonable to conclude that nitroglycerin

should usually be given as an intravenous infusion because of the ease of titration,

rapidity of action, and uncertainties about dose delivery with the topical or oral prep-

arations. Intravenous nitroglycerin is usually started at a dose of 5–10 µg/min and then

rapidly titrated upward as needed. Although some authors recommend that the dose be

adjusted to produce a 10–30% reduction in blood pressure, we titrate the dose to relief

of symptoms. In general, the dose should not exceed 400 µg/min, with some authors

suggesting that the maximal dose should be as low as 40 µg/min.

5.1.1. Nitrate Tolerance (97,98)

The rapid development of tolerance to the venous and arteriolar vasodilating effects

of the nitrovasodilators has been known for over a century. Development of nitrate

tolerance occurs in most patients within 24 h. Although nitrate tolerance is well docu-

mented, the mechanisms responsible are not clearly understood. It can usually be over-

come with an increase in dose or the administration of a sulfhydryl donor such as N-ace-

tylcysteine (NAC) to permit the regeneration of reduced sulfhydryl groups. NAC has

been shown to potentiate the hemodynamic response to nitroglycerin and to reverse

development of nitrate tolerance (positive drug interaction!). The use of NAC was also

examined in a study of 200 patients with unstable angina. After a 4-mo follow-up,

outcome events (death, MI, or angina requiring revascularization) occurred in 31%

receiving nitroglycerin (10 mg), 42% receiving NAC (600 mg), and 39% taking placebo

compared to only 13% receiving both drugs. The probability of no failure on medical

therapy was significantly higher in the combination-therapy group than in each of the

other three groups, primarily because of a reduction in the need for revascularization

due to persistent angina. However, the incidence of side effects, particularly headache,

was significantly higher in the group taking combination therapy compared to those

treated with nitroglycerin alone (31 vs 19%) (99–101).

5.1.2. Side Effects and Contraindications

The primary adverse effects induced by nitrate therapy include hypotension (espe-

cially in patients with ventricular ischemia or hypovolemia), headache, flushing, and

tachycardia. Hypovolemia or nitrate-induced hypotension respond promptly to volume

replacement. Despite presumed correction of preload by the infusion of saline, the anti-

ischemic effect of nitroglycerin persists.

Prolonged infusion of high-dose nitroglycerin may lead to the development both

of methemoglobinemia (which can be treated with intravenous methylene blue) and

of heparin resistance. In addition, commercial preparations of intravenous nitroglycerin

contain alcohol (0.01–0.14 mL/mg of nitroglycerin). Thus, a substantial alcohol load

may be delivered to the patient.
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Nitrates are contraindicated in patients with hypertrophic cardiomyopathy with

outflow tract obstruction (cardiomyopathies are categorized into dilated, restrictive,

hypertrophic, and unclassified based on the predominant pathophysiologic character-

istics; hypertrophic cardiomyopathy—a genetic background is present in most cases—

is a syndrome that results in heart failure due to left ventricular outflow tract obstruction,

diastolic cardiac dysfunction, global cardiac ischemia, dysrhythmias, and sudden car-

diac death syndrome in a setting of hyperactive autonomic states). Nitrates can induce

or increase outflow tract obstruction in this setting and should be used with caution,

even in patients not known to have a resting gradient. Nitrates should also be avoided

in patients with suspected right ventricular infarction because of the increased risk of

inducing hypotension. Further contraindications comprise pericarditis constrictiva, and

pericardial effusion with compression of the right ventricle.

Drug interactions have been reported with concomitent use of sildenafil (Viagra®) an

inhibitor of phosphodiesterase type 5. Both drugs lead to increased levels of cGMP (cyclic

guanosine monophosphate) and to severe vasodilatation with hypotension (102,103).

5.1.3. Action of Nitrates and Other Vasodilatators (Nitroprusside)

Similar to nitroglycerin, nitroprusside causes preload reduction by diminishing

heightened venous tone and increasing venous capacitance with a concomitant shift in

central blood volume to the periphery. Unique to nitroprusside is its rapid and power-

ful effect on afterload hemodynamic. In chronic heart failure, both medications (intra-

venous nitroglycerin and nitroprusside) produce desirable effects on cardiac filling

pressures and cardiac output, but the magnitude of the response to nitroprusside appears

to be significantly greater, particularly with respect to afterload reduction.

Severe drug-induced hypotension in patients with coronary artery disease may

result in reflex tachycardia (e.g., with short-acting drugs like nifedipine), increased car-

diac output, and untoward precipitation of angina, and ischemic events (including tachy-

arrythmias).

In patients with occlusive coronary artery disease, care must be taken to avoid

excessive reductions in systemic pressure or elevations in heart rate that would reduce

coronary perfusion and increase myocardial oxygen demand. Unlike nitroglycerin, nitro-

prusside may cause coronary steal whereby arteriolar dilatation in nonischemic zones

diverts coronary flow away from areas of ischemia.

6. DIURETICS

Diuretics (104,105) act by diminishing sodium-chloride reabsorption at differ-

ent sites in the nephron (Fig. 3), thereby increasing urinary sodium chloride and water

losses. The ability to induce negative fluid balance has made diuretics useful in the

treatment of a variety of conditions, particularly edematous states and hypertension.

The importance of diuretics in the treatment of the syndrome of congestive heart

failure relates to the central role of the kidney as the target organ of many of the neuro-

humoral and hemodynamic changes that occur in response to a failing myocardium.

Diuretics do not influence the natural history of the underlying heart disease responsi-

ble for the decline in cardiac output. However, they can improve symptoms of heart
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failure by acting directly on solute and water reabsorption by the kidney and therefore

may slow the progression of cardiac chamber dilation by reducing ventricular filling

pressures.

6.1. Mechanisms of Action

The diuretics are generally divided into three major classes, which are distin-

guished by the site at which they impair sodium reabsorption:

1. Loop diuretics act in the thick ascending limb of the loop of Henle.

2. Thiazide-type diuretics in the distal tubule and connecting segment (and perhaps the

early cortical collecting tubule).

Fig. 3. Parts of a nephron.
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3. Potassium-sparing diuretics in the aldosterone-sensitive principal cells in the cortical

collecting tubule.

4. Others: acetazolamide (106) inhibits the activity of carbonic anhydrase, which plays

an important role in proximal bicarbonate, sodium, and chloride reabsorption. As a

result, this agent produces both NaCl and NaHCO3 loss. The net diuresis, however, is

relatively modest. Mannitol is a nonreabsorbable polysaccharide that acts as an osmo-

tic diuretic, inhibiting sodium and water reabsorption in the proximal tubule and more

importantly the loop of Henle. In contrast to other diuretics, mannitol produces a

relative water diuresis in which water is lost in excess of sodium and potassium. The

major clinical use of mannitol as a diuretic is in the early stages of oliguric, postische-

mic acute renal failure in an attempt to prevent progression to acute tubular necrosis.

It is not generally used in edematous states, since initial retention of the hypertonic

mannitol can induce further volume expansion which, in heart failure, can precipitate

pulmonary edema.

6.2. Sites of Diuretic Action

1. Proximal tubule high metabolic activity (secretion/resorption)

Recovery of:

• 65%–80% of sodium and water (Na/Cl cotransport, water follows)

• 99% of glucose, protein, amino acids recovered

2. Descending limb-Loop of Henle

• passive diffusion of urea, H2O, Na (thin wall)

• source of countercurrent multiplier

3. Ascending limb-Loop of Henle

• strong active transport-Na

• not permeable to H2O, urea

4. Distal tubule-diluting segment

• as for ascending limb-loop

5. Distal tubule/Collecting tubule

• not permeable to urea

• active sodium resorption

• sodium/potassium exchange

water permeability under ADH influence

6.3. Thiazide Diuretics

Hydrochlorothiazide (HCTZ) is a thiazide diuretic used in the management of

edema and hypertension. In hypertension, thiazide diuretics are often used as initial

therapy, either alone or in combination with other agents. Unlike the loop diuretics,

their efficacy is diminished in patients with renal insufficiency. HCTZ also has been

used to treat diabetes insipidus and hypercalciuria, although these are not FDA-approved

indications. HCTZ was approved by the FDA in 1959.

6.3.1. Mechanism of Action

Thiazide diuretics increase the excretion of sodium, chloride, and water by inhib-

iting sodium ion transport across the renal tubular epithelium. Although thiazides may

have more than one action, the major mechanism responsible for diuresis is to inhibit

active chloride reabsorption at the distal portion of the ascending limb or, more likely,
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the early part of the distal tubule (i.e., the cortical diluting segment). Exactly how chlor-

ide transport is impaired is unknown. Thiazides also increase the excretion of potassium

and bicarbonate, and decrease the elimination of calcium and uric acid. By increasing

the sodium load at the distal renal tubule, HCTZ indirectly increases potassium excre-

tion via the sodium/potassium exchange mechanism. Hypochloremia and hypokale-

mia can cause mild metabolic alkalosis. The diuretic efficacy of HCTZ is not affected

by the acid–base balance of the patient. HCTZ is not an aldosterone antagonist, and its

main action is independent of carbonic anhydrase inhibition. The antihypertensive

mechanism of HCTZ is unknown. It usually does not affect normal blood pressure.

Initially, diuretics lower blood pressure by decreasing cardiac output and reducing

plasma and extracellular fluid volume. Cardiac output eventually returns to normal,

plasma and extracellular fluid values return to slightly less than normal, but periph-

eral vascular resistance is reduced, resulting in lower blood pressure. These diuretics

also decrease the glomerular filtration rate, which contributes to the drug’s lower effi-

cacy in patients with renal impairment. The changes in plasma volume induce an ele-

vation in plasma renin activity, and aldosterone secretion is increased, contributing to

the potassium loss associated with thiazide diuretic therapy.

6.3.2. Pharmacokinetics

HCTZ absorption from the GI tract varies depending on the formulation and

dose. Bioavailability is approximately 50–60%. The drug crosses the placenta but not

the blood–brain barrier and is distributed in breast milk. HCTZ is not metabolized and

is excreted unchanged in the urine. The half-life of the drug ranges from 5.6 to 14.8 h.

The onset of action of the drug is 2 h following oral administration, with peak effects

occurring at 4 h. The duration of action ranges from 6 to 12 h.

6.3.3. Contraindications/Precautions

HCTZ-induced fluctuations in serum electrolyte concentration can occur rapidly

and precipitate hepatic coma in susceptible patients. Therefore, the drug should be used

with caution in patients with hepatic disease. Hyperglycemia, impaired glucose toler-

ance, and glycosuria can occur during HCTZ therapy, and blood and/or urine glucose

levels should be assessed more carefully in patients with diabetes mellitus who are

receiving HCTZ.

HCTZ should be used cautiously in patients with renal disease such as severe renal

impairment because the drug decreases the GFR and may precipitate azotemia in these

patients. Therapy should be interrupted or discontinued if renal impairment worsens,

as evidenced by an increase in concentrations of blood urea nitrogen (BUN), serum

creatinine, or nonprotein nitrogen. With the exception of metolazone, thiazide diuretics

are considered ineffective when the creatinine clearance is less than 30 mL/min.

HCTZ is contraindicated in patients with anuria.

The safety of HCTZ administration during pregnancy has not been established,

so the drug should be administered to pregnant women only when absolutely neces-

sary. Thiazides cross the placenta, and jaundice can occur in the fetus or neonate.

HCTZ is classified as pregnancy category D. Thiazide diuretics distribute into

breast milk, and it has been recommended by some manufacturers that women should

not nurse while receiving thiazide diuretics. The American Academy of Pediatrics recom-



262                                                                                                Auer

mends breast-feeding be avoided during the first month of lactation in patients receiv-

ing thiazide diuretics, because suppression of lactation has been reported. Thiazide

diuretics, including HCTZ, should be used with caution in patients with sulfonamide

hypersensitivity or carbonic anhydrase inhibitor hypersensitivity because of the risk

of cross-sensitivity. Although furosemide and, to a lesser extent, bumetanide are chemi-

cally related to the sulfonamides and theoretically should also be used cautiously, in

fact, cross-sensitivity with furosemide is an extremely rare occurence. Caution should

be used when HCTZ is administered to patients with gout or hyperuricemia since thia-

zide diuretics have been reported to reduce the clearance of uric acid. HCTZ has been

reported to activate or exacerbate systemic lupus erythematosus (SLE).

Patients with severe electrolyte imbalances, such as hyponatremia and hypokale-

mia, should have their condition corrected before HCTZ is initiated. Initiation of thi-

azide diuretics under these circumstances can produce life-threatening situations such

as cardiac arrhythmias, hypotension, and seizures. HCTZ can cause increase in serum

calcium concentrations and should be used with caution in patients with hypercalcemia.

Thiazide diuretics have been associated with a slight increase in serum cholesterol and

triglyceride concentrations. Data from long-term studies, however, suggest diuretic-

induced cholesterol changes are not clinically significant and do not contribute to coro-

nary heart disease risk.

Thiazides should be avoided in neonates with jaundice. Thiazide-induced hyperbili-

rubinemia is greater in this patient population.

Thiazide diuretics have been reported to cause pancreatitis. They should be used

with caution in patients with a history of pancreatitis.

Antihypertensive effects of thiazide diuretics may be enhanced in patients with a

sympathectomy.

6.3.4. Drug Interactions

HCTZ can have additive effects when administered with other antihypertensive

drugs or diuretics. In some patients, these effects may be desirable, but orthostatic hypo-

tension is possible. Dosages must be adjusted accordingly. In addition, amiloride hydro-

chloride, spironolactone, and triamterene can reduce the risk of developing hypokalemia

because of their potassium-sparing effects; these agents have been used as therapeutic

alternatives to potassium supplements.

HCTZ-induced electrolyte disturbances (e.g., hypokalemia, hypomagnesemia,

hypercalcemia) can predispose patients to digoxin toxicity, resulting in possibly fatal

arrhythmias. Electrolyte balance should be corrected prior to initiating digoxin therapy.

The risk of developing severe hypokalemia can be increased when other hypo-

kalemia-causing agents (e.g., corticosteroids, corticotropin, amphotericin B, other diu-

retics) are coadministered with HCTZ. Monitoring serum potassium levels and cardiac

function is advised, and potassium supplementation may be required.

Concomitant administration of HCTZ to patients receiving nondepolarizing neuro-

muscular blockers can cause prolonged neuromuscular blockade due to HCTZ-induced

hypokalemia. Serum potassium concentrations should be determined and corrected

(if necessary) prior to initiation of neuromuscular blockade therapy.
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Thiazide diuretics reduce lithium renal clearance and can increase lithium serum

concentrations. In some cases, thiazide diuretics can be used to counteract lithium-

induced polyuria. Lithium dosage should be reevaluated and serum lithium concentra-

tions monitored when a thiazide is added (107).

HCTZ can interfere with the hypoglycemic effects of oral hypoglycemics, which

could lead to a loss of diabetic control. Additionally, the concurrent use of diazoxide

and thiazide diuretics has resulted in enhanced hyperglycemia.

HCTZ -induced hypovolemia could cause an increased concentration of proco-

agulant factors in the blood, which could decrease the effects of concomitantly admin-

istered anticoagulants and require dosage adjustments of these agents; these effects,

however, have not been reported to date.

HCTZ can reduce the renal clearance of amantadine, with subsequent increased

serum concentrations and possible toxicity. This interaction has been reported with a

combination product of HCTZ and triamterene. Since it is unclear which component

was responsible for the interaction, caution should be exercised when administering

either drug concurrently with amantadine.

NSAIDs can decrease the diuretic, natriuretic, and antihypertensive actions of

diuretics through inhibition of renal prostaglandin synthesis. Concomitant administra-

tion of NSAIDs with diuretics also can increase the risk for renal failure secondary to

decreased renal blood flow. Patients should be monitored for changes in the effective-

ness of their diuretic therapy and for signs and symptoms of renal impairment.

Cholestyramine, an anion-exchange resin, may bind to acidic drugs, such as the

thiazide diuretics in the GI tract, and decrease their absorption and therapeutic effec-

tiveness. It is recommended that thiazides be administered at least 4 h before choles-

tyramine. Although to a lesser extent than cholestyramine, colestipol also has been

shown to inhibit the GI absorption and therapeutic response of thiazide diuretics. Admin-

istering the diuretic dose at least 2 h before colestipol has been suggested.

6.3.5. Adverse Reactions

Patients receiving HCTZ should be monitored closely for signs of electrolyte

imbalance including hyponatremia, hypokalemia, hypomagnesemia, and hypochlore-

mia. Patients should be aware of the symptoms of these disturbances (e.g., lassitude,

mental confusion, fatigue, faintness, dizziness, muscle cramps, tachycardia, headache,

paresthesia, thirst, anorexia, nausea, or vomiting), and report these signs immediately.

Thiazides also can decrease urinary calcium excretion, resulting in hypercalcemia.

Hypokalemia is one of the most common adverse effects associated with thiazide

diuretic therapy and can lead to cardiac arrhythmias. This effect is especially impor-

tant to consider in patients receiving cardiac glycoside therapy because potassium

depletion increases the risk of cardiac toxicity. Hyperaldosteronism, secondary to cirrho-

sis or nephrosis, can predispose patients to hypokalemia when HCTZ is administered.

Low dietary-potassium intake, potassium-wasting states, or administration of potassium-

wasting drugs also can predispose patients to HCTZ-induced hypokalemia. Patients

receiving HCTZ therapy may require supplemental potassium to prevent hypokalemia

or metabolic alkalosis.



264                                                                                                Auer

Hypochloremic alkalosis can occur with hypokalemia during HCTZ therapy, and

it is particularly likely to occur in patients with other losses of potassium and/or chlo-

ride such as through severe vomiting, diarrhea, excessive sweating, GI drainage, para-

centesis, or potassium-losing renal diseases.

Patients receiving HCTZ can develop a dilutional hyponatremia, but it usually is

asymptomatic and moderate. Withdrawal of the drug, fluid restriction, and potassium

or magnesium supplementation typically will return the serum sodium concentration

to normal, but severe hyponatremia can occur. Geriatric patients are especially suscep-

tible to developing hyponatremia, so care should be taken when diuretics are adminis-

tered to these patients.

HCTZ reportedly has caused azotemia and interstitial nephritis, resulting in rever-

sible renal failure. These effects have occurred mainly in patients with preexisting renal

disease.

HCTZ can produce glycosuria and hyperglycemia in diabetic patients, possibly

due to potassium depletion. Blood and/or urine glucose levels should be assessed more

carefully in diabetic patients receiving HCTZ.

Thiazide diuretics are well known to cause hyperuricemia. The Framingham Study

showed that acute gout occurred in only 20% of patients with hyperuricemia. Thiazide

diuretics appear to interfere with proximal tubule secretion of uric acid since thiazides

are also organic acids and they compete with uric acid for binding at this site. Since thia-

zides reduce the clearance of uric acid, patients with gout or hyperuricemia may have

exacerbations of their disease.

Hypercholesterolemia and/or hypertriglyceridemia have been associated with

thiazide diuretic therapy. Although elevations in total cholesterol concentrations of 8%

can negate the protection against coronary heart disease provided by a 5-mmHg reduc-

tion in blood pressure, data from long-term studies suggest diuretic-induced cholesterol

changes are not clinically significant and do not contribute to coronary heart disease

risk. After approximately 1 yr of treatment, total serum cholesterol concentrations will

subside to baseline or lower, suggesting diuretic-induced cholesterol changes are not

a significant coronary heart disease risk factor.

Orthostatic hypotension and hypotension can occur during HCTZ therapy and can

be exacerbated by alcohol, narcotics, or antihypertensive drugs.

Thiazide diuretics have been associated with cholestatic jaundice. Caution should

be used when thiazides are administered to jaundiced infants due to the risk of hyper-

bilirubinemia.

Adverse GI effects associated with thiazide therapy include anorexia, gastric irri-

tation, nausea/vomiting, cramps, diarrhea, constipation, sialadenitis, and pancreatitis.

Adverse CNS effects associated with thiazide therapy include dizziness, head-

ache, paresthesias, vertigo, and xanthopsia.

While their incidence is rare, agranulocytosis, aplastic anemia, pancytopenia,

hemolysis with anemia, leukopenia, and thrombocytopenia have been reported with

thiazide diuretic therapy.

Other adverse effects reported with HCTZ include blurred vision, muscle spasm,

impotence, and weakness.

Adverse dermatologic reactions to HCTZ and other thiazide diuretics are uncom-

mon but may occur. These reactions include purpura, photosensitivity, rash, alopecia,
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urticaria, erythema multiforme including Stevens-Johnson syndrome, exfoliative der-

matitis including toxic epidermal necrolysis (TEN), and polyarteritis nodosa.

6.4. Loop Diuretics

6.4.1. Mechanism of Action

Loop diuretics act by inhibition of NaCl reabsorption in the thick ascending

limb of the loop of Henle. They inhibit the Na/K/2Cl transport system in the luminal

membrane, resulting in:

1. Reduction in sodium chloride reabsorption.

2. Decreases normal lumen-positive potential (secondary to potassium recycling).

3. Positive lumen potential: drives divalent cationic reabsorption (calcium magnesium).

4. Therefore, loop diuretics increase magnesium and calcium excretion.

Hypomagnesemia may occur in some patients. Hypocalcemia does not usually

develop because calcium is reabsorbed in the distal convoluted tubule. (In circumstances

that result in hypercalcemia, calcium excretion can be enhanced by administration of

loop diuretics with saline infusion.)

Since a significant percentage of filtered NaCl is absorbed by the thick ascend-

ing limb of loop of Henle, diuretics acting at this site are highly effective.

6.4.2. Properties of Loop Diuretics

These drugs are rapidly absorbed following oral a administration and may be

administered by iv. They act rapidly and are eliminated by a renal secretion and glom-

erular filtration (half-life depends on renal function). Coadministration of drugs that

inhibit weak acid secretion (e.g., probenecid or indomethacin) may alter loop diuretic

clearance. Other effects include increased renal blood flow, blood flow redistribution

within the renal cortex, decreased pulmonary congestion, and the left ventricular filling

pressure in congestive heart failure (CHF), which can be observed prior to an increase

in urine output.

6.4.3. Clinical Uses

These include acute pulmonary edema, acute hypercalcemia, management of

edema, and hyperkalemia (loop diuretics increase potassium excretion; effect increased

by concurrent administration of NaCl and water). In acute renal failure, loop diuretics

may increase rate of urine flow and increase potassium excretion and may convert

oligouric to nonoligouric failure but renal failure duration is usually not affected.

In anion overload (e.g., bromide, chloride, iodide, that are all reabsorbed by the

thick ascending loop) administration of loop diuretics may reduce systemic toxicity

by decreasing reabsorption; moreover, concurrent administration of sodium chloride

and fluid is required to prevent volume depletion.

6.4.4. Adverse Events

Hypokalemia metabolic alkalosis: Increased delivery of NaCl and water to the

collecting duct increases potassium and proton secretion. That may cause a hypokale-

mic metabolic alkalosis. It is managed by potassium replacement and by ensuring ade-

quate fluid intake.
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Ototoxicity: Loop diuretics may lead to dose-related hearing loss (is usually rever-

sible). Ototoxicity is more common with decreased renal function and with concur-

rent administration of other ototoxic drugs such as aminoglycosides.

Hyperuricemia may cause gout. Loop diuretics may cause increased uric acid reab-

sorption in the proximal tubule, secondary to hypovolemic states.

Hypomagnesemia: Loop diuretics may cause a reduction in sodium chloride reab-

sorption, decrease normal lumen-positive potential (secondary to potassium recycling),

generate positive lumen potential that drives divalent cationic reabsorption (calcium

magnesium), and finally, loop diuretics increase magnesium and calcium excretion

(hypomagnesemia may occur in some patients that can be reversed by oral magne-

sium administration)

Allergic reactions with furosemide: skin rash, eosinophilia, interstitial nephritis

(less often).

Other adverse events: Dehydration (may be severe); hyponatremia (less common

than with thiazides thought may occur in patients who increased water intake in response

to a hypovolemic thirst); hypercalcemia may occur in severe dehydration and if a hyper-

calcemia condition (e.g., oat cell long carcinoma) is also present.

6.4.5. Contraindications/Concerns and Cautions

Obviously it is best not to use this medication in a dehydrated patient if water is

being restricted. Weakness or lethargy could be an indicator that blood potassium has

dropped too low.

Because of the increased calcium excretion brought on by furosemide (i.e., an

increase in urinary calcium levels), there could be a problem using this medication in

patients with a history of calcium oxalate bladder stone formation.

It is extremely difficult to overdose with this medication. Toxic doses reported

are over 100 times a typical oral dose of medication. It is important to realize that in

the treatment of heart failure (this drug’s primary use), a crisis can arise at any time.

Taking ginseng may reduce action of loop diuretics resulting in problems with

high blood pressure or water retention.

6.4.6. Drug Interactions

One of the most common drug interactions to be aware of is the interaction between

furosemide and vasodilating heart medications (especially the ACE inhibitors such as

enalapril and captopril). Furosemide may decrease circulating blood volume as it causes

a depletion in body water. Thus, water and electrolyte balance must be stable before a

vasodilator is added in.

The bronchodilator theophylline may be able to reach higher blood levels when

used in conjunction with furosemide. This means that the theophylline dose may need

to be reduced.

Loop diuretics can increase the risk of digitalis-induced cardiac toxicity.

Furosemide may lead to displacement of plasma protein binding of warfarin and

clofibrate (with elevated plasma levels of these drugs).

Loop diuretics reduce lithium renal clearance and can increase lithium serum con-

centrations. Furosemide may increase renal toxicity of cephalosporin antibiotics.



7. Cardiovascular Drugs 267

Licorice may potentiate the side effects of potassium-depleting diuretics, includ-

ing loop diuretics.

Furosemide is often used concurrently with digitalis. If furosemide leads to a

significant drop in blood potassium levels, this can increase the risk of heart rhythm

disturbances and other signs of digitalis toxicity.

Furosemide is often used in combination with prednisone to reduce serum cal-

cium levels. It is possible for this combination of medication to lead to a reduction in

potassium level significant enough to require potassium supplementation.

Aminoglycoside antibiotics (amikacin, gentamicin, etc.) have properties that make

them toxic to the ear and to the kidney. These properties increase with concommitant

use of furosemide.

7. ANTIHEMOSTATIC DRUGS

7.1. Anticoagulants

Heparin and warfarin have been the standard anticoagulants used in a variety of

clinical settings (108–110).

7.1.1. Mechanisms of Action

The anticoagulant effect of warfarin is mediated by inhibition of the vitamin K–

dependent �-carboxylation of coagulation factors II, VII, IX, and X. This results in the

synthesis of immunologically detectable but biologically inactive forms of these coag-

ulation proteins. Warfarin also inhibits the vitamin K–dependent gamma-carboxyla-

tion of proteins C and S. Activated protein C in the presence of protein S inhibits activated

factor VIII and activated factor V activity. Thus, vitamin K antagonists such as war-

farin create a biochemical paradox by producing an anticoagulant effect due to the

inhibition of procoagulants (factors II, VII, IX, and X) and a potentially thrombogenic

effect by impairing the synthesis of naturally occurring inhibitors of coagulation (pro-

teins C and S) (111). The anticoagulant effect of warfarin is delayed until the normal

clotting factors are cleared from the circulation, and the peak effect does not occur until

36–72 h after drug administration. During the first few days of warfarin therapy, prolon-

gation of the PT mainly reflects depression of factor VII, which has a half-life of only

5–7 h; thus, the intrinsic coagulation pathway that does not require factor VII remains

intact. Equilibrium levels of factors II, IX, and X are not reached until about 1 wk after

the initiation of therapy. For this reason, heparin and warfarin treatment should over-

lap by 4–5 d when warfarin is initiated in patients with thrombotic disease (112).

7.1.2. Complications and Therapeutic Concerns

The major complication associated with the use of warfarin is bleeding due to

excess anticoagulation. In addition, there are major concerns about its use in pregnancy.

Finally, there may be a problem with skin necrosis shortly after the institution of war-

farin, usually in high doses.

7.1.2.1. BLEEDING

The risk of major bleeding episodes in patients treated with warfarin is related to

the degree of anticoagulation. Studies in patients with atrial fibrillation indicate that
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the risk increases substantially at INR values above 4.0. High-risk patients may have

bleeding episodes at lower INR values. In order to improve the ability to predict major

bleeding, other measurement have been evaluated. For example, one study of 212 out-

patients followed for 5 yr reported that the risk of hemorrhage was associated with an

increased level of thrombomodulin (>56 µg/L), an endothelium-derived antithrombo-

tic cell-surface glycoprotein that is mainly present on the luminal surface of endothelial

cells. The anticoagulant properties of thrombomodulin result from its binding to throm-

bin and subsequent activation of protein C. However, not all bleeding episodes in anti-

coagulated patients are due to the anticoagulation. As an example, it should not be

assumed that hematuria alone can be explained by chronic stable warfarin therapy. In

one report of 243 patients prospectively followed for 2 yr, the incidence of hematuria

was similar to that in a control group not receiving warfarin. Furthermore, evaluation

of patients who developed hematuria revealed a genitourinary cause in 81% of cases.

Infection was most common, but papillary necrosis, renal cysts, and several malignan-

cies of the bladder were also found.

7.1.2.2. USE IN PREGNANCY (113)

Warfarin derivatives are generally felt to be contraindicated during at least the first

trimester of pregnancy because of their teratogenic effects. However, the actual risk of

embryopathy is unknown. One study, for example, found no congenital abnormalities

in 46 women with prosthetic valves who took warfarin during the first trimester. How-

ever, other studies have not found such a benign outcome, primarily in patients taking

warfarin between the 6th and 12th weeks of pregnancy. In comparison, heparin is a

large molecule that does not cross the placenta. Thus, it does not carry the same risk of

teratogenicity as warfarin. However, heparin does cause bone loss, which can lead to

bone fractures.

7.1.2.3. WARFARIN-INDUCED SKIN NECROSIS (114)

Warfarin-induced skin necrosis typically occurs during the first several days of

warfarin therapy, often in association with the administration of large loading doses.

The skin lesions occur on the extremities, breasts, trunk, and penis (in males) and mar-

ginate over a period of hours from an initial central erythematous macule. Biopsies

demonstrate fibrin thrombi within cutaneous vessels with interstitial hemorrhage. Skin

necrosis appears to be mediated by the reduction in protein C levels on the first day of

therapy, which induces a transient hypercoagulable state. Approximately one-third of

patients have underlying protein C deficiency; however, among patients with protein

C deficiency, skin necrosis is an infrequent complication of warfarin therapy. Case

reports have also described this syndrome in association with an acquired functional

deficiency of protein C, heterozygous protein S deficiency, and factor V Leiden.

7.1.3. Warfarin–Drug Interactions

A number of different drugs can interact with warfarin, leading to alterations in

its absorption or rate of metabolism (115–117).

7.1.3.1. DECREASED ABSORPTION

The bile acid-binding resins cholestyramine and probably colestipol decrease war-

farin absorption. These drugs also enhance warfarin elimination by interrupting its entero-
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hepatic recirculation. As a result, higher warfarin doses are required as is careful moni-

toring of the prothrombin time. On the other hand, dosing requirements will fall when

resin therapy is discontinued.

7.1.3.2. ALTERED METABOLISM (118,119)

Warfarin is metabolized by the hepatic cytochrome CYP2C9 (P4502C9) isoen-

zyme, which is inducible by anticonvulsants (including phenobarbital, phenytoin, and

carbamazepine), rifampin, glutethimide, and griseofulvin. Coadministration of these

drugs enhances warfarin clearance and reversibly increases the dose required for ade-

quate anticoagulation.

Warfarin metabolism can also be inhibited by numerous drugs, potentially requir-

ing a reduction in drug dosage. Examples include amiodarone, disulfiram, acute ethanol

ingestion, fluconazole, cimetidine (but not other H-2 blockers), omeprazole, phenylbu-

tazone, oxyphenbutazone, sulfinpyrazone, sulfonamide antibiotics, propafenone, quin-

olone antibiotics, tamoxifen, disopyramide, miconazole, and clofibrate.

The coadministration of any of these drugs requires close monitoring of the PT

to avoid excess anticoagulation. The magnitude of the drug interaction is highly vari-

able. As an example, cimetidine might be expected to have a major effect similar to

that seen with other drugs metabolized in the liver (such as lidocaine and propranolol).

However, the effect of cimetidine on warfarin clearance is negligible in most patients.

Warfarin is administered as a racemic mixture with most of the anticoagulant activity

residing in the S-enantiomer. Cimetidine inhibits the relatively inactive R-isomer, result-

ing in a minimal prolongation of the PT. In contrast, amiodarone, miconazole, phenyl-

butazone, sulfinpyrazone, and clofibrate preferentially inhibit metabolism of the active

stereoisomer via cytochrome CYP2C9 and can therefore have a profound enhancing

effect on the degree of anticoagulation.

Quinolone antibiotics have a spectrum of effects on warfarin metabolism. The inhib-

itory effect is greatest with enoxacin, intermediate with ciprofloxacin and pefloxacin,

and negligible with norfloxacin and ofloxacin. The exact warfarin–quinolone drug inter-

action is unknown. Reduction of intestinal flora responsible for vitamin K production

by antibiotics is probable as well as decreased metabolism and clearance of warfarin.

Administration of pulse high-dose intravenous methylprednisolone (500–1000 mg

infused IV over 1 h) markedly increased the INR in a prospective study of 10 patients

taking chronic oral anticoagulants (fluindione, acenocoumarol). The INR increased

from a mean value of 2.8 at baseline to 8.0 (range 5.3–20) after 29 to 156 h. The INR

returned to baseline after intravenous vitamin K or discontinuation of the anticoagu-

lant, after 4–12 h and 36–48 h, respectively. Plasma concentrations of fluindione were

increased in three of three patients following infusion of methylprednisolone. It was

postulated that high-dose methylprednisolone potentiates vitamin K antagonists by

inhibiting their cytochrome-P450-dependent catabolism.

7.1.3.3. EFFECT ON ALBUMIN BINDING

Circulating warfarin is tightly bound to albumin. It has been suggested that the

coadministration of a nonsteroidal antiinflammatory drug, which is also highly bound,

might displace warfarin from its binding sites, leading sequentially to a marked elevation

in the unbound and pharmacologically active warfarin concentration and an increased
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risk of bleeding. Though this mechanism is often cited in the drug interaction litera-

ture, it is now known that such effects are of negligible clinical importance. Displace-

ment from protein binding leads to little or no increase in the unbound, pharmacolog-

ically active warfarin concentration because of a concurrent rise in warfarin clearance

due to increased availability of unbound drug. Thus, a clinically important drug inter-

action must occur by some other mechanism, such as impaired warfarin metabolism

by phenylbutazone and sulfinpyrazone.

Interactions occur during the distribution phase if the drug has a narrow range of

safety index and is highly protein bound. For example, Coumadin is an anticoagulant

medication that is very highly bound to protein and has a very narrow range-of-safety

index. Coumadin interacts with various drugs, vitamins, herbs, and foods via different

mechanisms. Some known examples that interact with Coumadin include aspirin, ibu-

profen, vitamin K, some types of tea, green leafy vegetables, and so on. These items

interact with Coumadin either by enhancing its effectiveness and thus leading to pro-

longed bleeding, or by decreasing its effectiveness and thus increasing the risk of

blood clots in the vessels, both of which may be quite dangerous to the patient. This is

why patients who are taking Coumadin need to be exceedingly cautious when taking

herbs concurrently. Unfortunately, it is extremely difficult to predict whether an individ-

ual herb will interact with Coumadin, because there are very few tests or experiments

documenting such interactions. The best precautionary measure is close observation

of the patient’s condition. If the patient shows abnormal signs of bleeding and bruises,

then the dosage of herbs may need to be adjusted and the patient’s medical doctor

should be contacted immediately.

Herbs with anticoagulant effects include herbs that have blood-activating and blood-

stasis-removing functions. Such herbs may interfere with anticoagulant drugs, such as

Coumadin, to prolong the bleeding time. Herbs that interfere with Coumadin include

Salviae Miltiorrhizae (Dan Shen), Angelica Sinensis (Dang Gui), Ligustici Chuanxiong

(Chuan Xiong), Persicae (Tao Ren), Carthamus Tinctorii (Hong Hua), and Hirudo seu

Whitmania (Shui Zhi). The synergistic interaction between herbs and Coumadin may

be advantageous for the patient as the dosage of both the herbs and the drugs can be

reduced without compromising clinical effectiveness.

NSAIDs increase gastric irritation and erosion of the protective lining of the

stomach, assisting in the formation of a GI bleed. Additionally, NSAIDs decrease the

cohesive properties of platelets necessary in clot formation.

Acetaminophen (paracetamol) use has been associated in epidemiologic studies

with an increased risk of developing a prolonged INR. One case control study of 289

patients found that the odds ratio of developing an INR above 6.0 increased with

greater acetaminophen intake; a statistically significant odds ratio of 3.5 was observed

when weekly consumption exceeded the equivalent of more than seven regular-strength

tablets, and rose to 10.0 when weekly consumption exceeded the equivalent of 28 regu-

lar-strength tablets. The mechanism by which acetaminophen might potentiate the action

of warfarin is not well understood.

7.2. Fibrinolytics

Acute MI usually results from rupture of an atheromatous plaque with subsequent

thrombus formation and vessel occlusion.
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Currently available thrombolytic agents reduce mortality in acute MI. There has

been an overall 30% reduction in mortality from 10–15% in the prethrombolytic era

to 7–10% today. Accelerated tissue-type plasminogen activator (tPA) appears to pro-

duce a greater overall benefit than streptokinase, although it is significantly more expen-

sive. In addition to the agent used, the efficacy of reperfusion therapy is also dependent

upon the time at which reperfusion occurs, the degree of flow obtained. The earlier

reperfusion occurs, the greater the degree of myocardial salvage that can be achieved.

Thus, the benefit is greatest when thrombolytic agents are administered soon after the

onset of symptoms, particularly within the first 4 h.

Patients with chest pain suggestive of an acute MI presenting up to 12 h after

symptom onset and having electrocardiographic evidence of an acute MI manifested

by ST elevation (>1 mm in two contiguous leads in leads I, II, III, aVL, aVF or 2 mm

in two contiguous precordial leads) are candidates for thrombolytic therapy. Patients

with typical and persistent symptoms in the presence of a new or presumably new left

bundle branch block are also considered eligible.

In contrast, thrombolytic therapy is not indicated in patients with unstable angina

and no ST elevation because of lack of proven benefit. ST segment depression is also

not an indication for thrombolytic therapy unless it represents a true posterior or dor-

sal MI.

7.2.1. Possible Contraindications for Fibrinolytics (120–122)

• Current use of anticoagulants.

• Known bleeding diathesis (e.g., from significant liver dysfunction).

• Recent stroke.

• Poorly controlled or chronic sustained hypertension (systolic blood pressure >170

mmHg). The presence of hypertension is associated with a higher incidence of stroke

due to intracranial hemorrhage.

• Prior central venous or noncompressible puncture, pregnancy, aortic dissection, or

neoplasm.

• Streptokinase allergy (tPA can be used in this setting).

• Severe head injury or trauma within 2 wk, including recent surgery (less than 2 wk

excluding intracranial or spinal surgery, which may require a longer interval).

• Hemorrhagic retinopathy.

Eligibility for thrombolytic therapy has evolved over the past several years as more

information becomes available regarding efficacy and safety. Up to 40% of patients

in some series are ineligible for thrombolytic therapy. Active internal bleeding is an

absolute contraindication. Patients older than 75 yr may get less overall benefit than

younger patients but advanced age is no longer considered a major contraindication

for lytic therapy.

7.2.2. Streptokinase

Patients with decreased renal function manifest intrinsic disorders of platelet func-

tion. Patients with liver and sometimes those with cardiac disease may have a decreased

ability to synthesize vitamin K-dependent clotting factors. Such patients treated with

anticoagulants might have a greater tendency to bleed than would normal subjects since
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there would predictably be a greater overall disruption of hemostasis. The half-life is

0.6 h. The most important adverse effects are bleeding and allergic reaction.

7.2.3. Tissue-Type Plasminogen Activator (Alteplase)

The drug must be given parenterally and in combination with heparin or other

antithrobin agents (e.g., hirudin, low molecular weight heparin). The half-life is 0.5–

1.2 h. The most important adverse effect is bleeding.

7.3. Antiplatelet Drugs

Platelets play a major role in the thrombotic response to rupture of a coronary

artery plaque. Cardiovascular disease, which includes MI, stroke, and peripheral vas-

cular disease, remains far and away the leading the cause of death in the United States

and most developed countries, accounting for more than 900,000 deaths annually in

the United States alone. The totality of evidence from basic research, observational

epidemiologic studies, and randomized clinical trials has provided strong support for

the efficacy of antiplatelet drugs in decreasing the risk of cardiovascular disease in a

wide range of patient categories (123–126).

7.3.1. Action of Antiplatelet Agents

Antiplatelet agents can interfere with a number of platelet functions including

aggregation, release of granule contents, and platelet-mediated vascular constriction.

They can be classified according to their mechanism of action.

7.3.1.1. CLASS I

Aspirin (127,128) and related compounds (NSAIDs and sulfinpyrazone) block

“irreversible” cyclooxygenase (prostaglandin H synthase), the enzyme that mediates

the first step in prostaglandin and thromboxane biosynthesis from arachidonic acid.

For drug interactions with aspirin, see Chapter 10 on NSAIDs.

7.3.1.1.1. Side Effects. At the recommended dose in these trials, GI side effects

(dyspepsia, nausea, vomiting) occur in about 40% of patients (vs 30% in the placebo

group) and are dose limiting in 10–20%. GI bleeding is seen in up to 5% per year but

frank melena (1% per year) and hematemesis (0.1% per year) are rare. Gout may be

aggravated in some patients due to impaired urate excretion. Worsening of broncho-

spasm and asthma as well as rare anaphylactic reactions have also been observed.

7.3.1.2. CLASS II

Dipyridamole inhibits phosphodiesterase-mediated breakdown of cyclic adeno-

sine monophosphate (AMP), which prevents platelet activation by multiple mechanisms.

7.3.1.2.1. Side Effects. It is possible that dipyridamole may have a deleterious

effect because of its potential for inducing coronary steal, which can exacerbate the

angina. For these reasons, dipyridamole is not recommended in unstable angina.

Adverse effects at therapeutic doses are usually mild and transient. Vomiting,

diarrhea, and symptoms such as dizziness, nausea, headache, and myalgia have been

observed. Such effects usually disappear on long-term use of dipyridamole.

As a result of its vasodilating properties, dipyridamole may cause hypotension,

hot flushes, and tachycardia. In rare cases, worsening of coronary heart disease has
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been observed. Hypersensitivity reactions like rash, urticaria, severe bronchospasm,

and angioedema have been reported.

In very rare cases, increased bleeding during or after surgery has been observed.

Isolated cases of thrombocytopaenia have been reported in conjunction with treat-

ment with dipyridamole.

Dipyridamole has been shown to be incorporated into gallstones.

7.3.1.2.2. Drug Interactions. Dipyridamole increases plasma levels and cardio-

vascular effects of adenosine. Adjustment of adenosine dosage should be considered.

When dipyridamole is used in combination with anticoagulants or ASA, the state-

ments on intolerance and risks for these preparations must be observed. Addition of

dipyridamole to ASA does not increase the incidence of bleeding events. When dipy-

ridamole was administered concomitantly with warfarin, bleeding was no greater in

frequency or severity than that observed when warfarin was administered alone.

Dipyridamole may increase the hypotensive effect of drugs that reduce blood pres-

sure and may counteract the anticholinesterase effect of cholinesterase inhibitors thereby

potentially aggravating myasthenia gravis.

7.3.1.3. CLASS III

Ticlopidine and clopidogrel achieve their antiplatelet effect by blocking the bind-

ing of ADP to a low-affinity, type 2 purinergic receptor and preventing the activation

of the GP IIb/IIIa receptor complex and subsequent platelet aggregation (129).

7.3.1.3.1. Side Effects. Neutropenia (130), which can be quite severe and occurs

in approximately 1% of patients, is the most serious side effect of ticlopidine. It usually

appears during the first 3 mo of treatment and requires immediate discontinuation of

the drug. How this occurs is not well understood but direct suppression of the bone

marrow may be involved. Rash (2%), diarrhea (3%), dyspepsia, hepatic dysfunction,

and the development of bronchiolitis obliterans organizing pneumonia (BOOP) have

also been observed.

Thrombotic thrombocytopenia purpura-hemolytic uremic syndrome (TTP-HUS)

(131) in a rare complication of ticlopidine therapy. The reported incidence when the

drug is used after cardiac stenting is 1 case in 1600 to 1 in 4800. All cases occur within

12 wk. Treatment includes discontinuation of the drug and plasma exchange. Ticlopid-

ine has not yet been approved for use in unstable angina by the FDA but it is recom-

mended by the ACC/AHA Task Force in a dose of 250 mg twice per day in patients

notable to take aspirin. Ticlopidine or clopidogrel is also recommended in addition to

aspirin when coronary artery stenting is performed. Neutrophil counts should be obtained

at baseline, every 2–3 wk during the first 4 mo, and monthly thereafter. Platelet counts

should also be obtained at baseline and every week during the first 4 mo of therapy.

Cholesterol Elevation: Ticlopidine therapy causes increased serum cholesterol

and triglycerides. Serum total cholesterol levels are increased 8–10% within 1 mo of

therapy and persist at that level. The ratios of the lipoprotein subfractions are unchanged.

There were no major adverse events from clopidogrel itself in the CURE trial,

although the combination of clopidogrel plus aspirin was associated with a significant

increase in major (3.6 vs 2.7%) and minor bleeding (15.3 vs 8.6%). Clopidogrel appears

to be associated with fewer complications (e.g., neutropenia, TTP-HUS) than ticlopidine.
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One limitation to the use of clopidogrel is its cost, which is about $3 per day in

the United States.

7.3.1.3.2. Drug Interactions (Ticlopidine). Therapeutic doses of ticlopidine

caused a 30% increase in the plasma half-life of antipyrine and may cause analogous

effects on similarly metabolized drugs. Therefore, the dose of drugs metabolized by

hepatic microsomal enzymes with low therapeutic ratios or being given to patients

with hepatic impairment may require adjustment to maintain optimal therapeutic blood

levels when starting or stopping concomitant therapy with ticlopidine. Studies of spe-

cific drug interactions yielded the following results:

Aspirin and Other NSAIDs: Ticlopidine potentiates the effect of aspirin or other

NSAIDs on platelet aggregation. The safety of concomitant use of ticlopidine and NSAIDs

has not been established. The safety of concomitant use of ticlopidine and aspirin beyond

30 d has not been established. Aspirin did not modify the ticlopidine-mediated inhibi-

tion of ADP-induced (adenosine 5'-diphosphate) platelet aggregation, but ticlopidine

potentiated the effect of aspirin on collagen-induced platelet aggregation. Caution should

be exercised in patients who have lesions with a propensity to bleed, such as ulcers. Long-

term concomitant use of aspirin and ticlopidine is not recommended.

Antacids: Administration of ticlopidine after antacids resulted in an 18% decrease

in plasma levels of ticlopidine.

Cimetidine: Chronic administration of cimetidine reduced the clearance of a single

dose of ticlopidine by 50%.

Digoxin: Coadministration of ticlopidine with digoxin resulted in a slight decrease

(approximately 15%) in digoxin plasma levels. Little or no change in therapeutic efficacy

of digoxin would be expected.

Theophylline: In normal volunteers, concomitant administration of ticlopidine

resulted in a significant increase in the theophylline elimination half-life from 8.6 to

12.2 h and a comparable reduction in total plasma clearance of theophylline.

Phenobarbital: In six normal volunteers, the inhibitory effects of ticlopidine on

platelet aggregation were not altered by chronic administration of phenobarbital.

Phenytoin: In vitro studies demonstrated that ticlopidine does not alter the plasma

protein binding of phenytoin. However, the protein-binding interactions of ticlopidine

and its metabolites have not been studied in vivo. Several cases of elevated phenytoin

plasma levels with associated somnolence and lethargy have been reported following

coadministration with ticlopidine. Caution should be exercised in coadministering this

drug with ticlopidine, and it may be useful to remeasure phenytoin blood concentrations.

Propranolol: In vitro studies demonstrated that ticlopidine does not alter the plasma

protein-binding of propranolol. However, the protein-binding interactions of ticlopidine

and its metabolites have not been studied in vivo. Caution should be exercised in coad-

ministering this drug with ticlopidine.

Other Concomitant Therapy: Although specific interaction studies were not

performed, in clinical studies ticlopidine was used concomitantly with �-blockers, cal-

cium channel blockers, and diuretics without evidence of clinically significant adverse

interactions.

7.3.1.3.3. Contraindications. The use of ticlopidine is contraindicated in the fol-

lowing conditions:
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• Hypersensitivity to ticlopidin.

• Presence of hematopoietic disorders such as neutropenia and thrombocytopenia or a

past history of either TTP (thrombotic thrombocytopenia purpura) or aplastic anemia.

• Presence of a hemostatic disorder or active pathological bleeding (such as bleeding

peptic ulcer or intracranial bleeding).

• Patients with severe liver impairment.

7.3.1.3.4. Drug Interaction (Clopidogrel). The safety of chronic concomitant

administration of aspirin and clopidogrel has not been established. The concomitant

use of heparin and clopidogrel should be undertaken with caution, as the safety has

not been established.

During drug-interaction studies, no clinically significant drug–drug interactions

were observed with clopidogrel and aspirin (administered as 500 mg twice a day for

1 d), heparin, atenolol, nifedipine, estrogen, digoxin, or theophylline. The pharmaco-

dynamic activity of clopidogrel was not significantly influenced by coadministration

of phenobarbital or cimetidine. Coadministration of clopidogrel with naproxen resulted

in increased occult GI blood loss. There are no known drug or laboratory test interac-

tions with clopidogrel.

Cytochrome P450 System: At high concentrations in vitro, clopidogrel inhibited

the activity of CYP450 2C9, which could result in higher plasma levels of drugs metab-

olized by this isozyme, such as phenytoin, tamoxifen, tolbutamide, warfarin, torsemide,

fluvastatin, and many NSAIDs, but there are no data with which to predict the magni-

tude of such interactions.

Experience from the CAPRIE study indicated that clopidogrel can be safely admin-

istered long term (e.g., up to 3 yr) with many other commonly prescribed medications

without evidence of clinically significant interactions. These medications include diure-

tics, �-blocking agents, ACE inhibitors, calcium antagonists, cholesterol-lowering agents,

coronary vasodilators, antidiabetic agents, antiepileptic agents, and hormone replace-

ment therapy.

7.3.1.4. CLASS IV

Anti-IIb/IIIa antibodies (abciximab) and receptor antagonists (tirofiban, eptifiba-

tide) inhibit the final common pathway of platelet aggregation and may also prevent

initial adhesion to the vessel wall.

7.3.1.4.1. Side Effects. One complication of abciximab therapy is thrombocyto-

penia, occurring within 24 h of initiating therapy. The reported incidence is 0.8–1.6%

(vs 0.7% for placebo). Although the mechanism is unknown, platelet transfusions are

effective. Another concern is excessive bleeding if emergency bypass surgery is required

after the administration of abciximab. A paucity of data exists, but one report suggested

that routine platelet transfusions prevented major bleeding and reduced excessive blood

transfusions.

8. LIPID-LOWERING DRUGS

Lipid-altering agents encompass several classes of drugs that include HMG-CoA

reductase (hydroxymethylglutaryl CoA reductase) inhibitors or statins, fibric acid deriv-

atives, bile acid sequestrants, nicotinic acid, and probucol. These drugs differ with respect
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to mechanism of action and to the degree and type of lipid lowering. Thus, the indica-

tions for a particular drug are influenced by the underlying lipid abnormality. The mecha-

nisms of benefit seen with lipid lowering are incompletely understood. Regression of

atherosclerosis occurs in only a minority of patients; furthermore, the benefit of lipid

lowering is seen in as little as 6 mo, before significant regression could occur. Thus,

other factors must contribute; these include plaque stabilization, reversal of endothe-

lial dysfunction, and decreased thrombogenicity (132).

8.1. Statins

The HMG-CoA reductase inhibitors (133,134) represent a major therapeutic

advance in lipid-regulating pharmacological therapy because of their increased effi-

cacy, tolerability, and ease of administration. Currently available statins include lova-

statin, pravastatin, simvastatin, fluvastatin, and atorvastatin. These agents are competitive

inhibitors of HMG-CoA reductase, the rate-limiting step in cholesterol biosynthesis.

Fluvastatin dosed at 20–40 mg/d, lovastatin dosed at 10–80 mg/d, pravastatin dosed at

10–40 mg/d, or simvastatin dosed at 5–40 mg/d may be expected to decrease low-

density lipoprotein (LDL) cholesterol 20–40% (135–140).

The resultant reduction in intracellular cholesterol in the liver stimulates the up-

regulation of the B/E receptor and increases clearance of lipoproteins containing apo B

or apo E from the plasma compartment. Although the predominant effect is to decrease

circulating LDL cholesterol, VLDL and IDL particles are also removed. Inhibition of

the synthesis of apo B–containing lipoproteins has also been postulated as a potential

mechanism for these agents, but this hypothesis remains controversial. Potential bene-

ficial nonlipid effects include a reduction in plasminogen activator inhibitor 1 (PAI-1)

in patients with hypercholesterolemia, reported with lovastatin and pravastatin, which

provides a hemostatic mechanism for clinical improvement with HMG-CoA reduc-

tase inhibitor therapy (141).

8.1.1. Side Effects

Adverse reactions occur less frequently with the statins than with the other classes

of lipid-lowering agents. The side effects of the HMG-CoA reductase inhibitors are

minimal. The major clinical problems that have been reported are hepatotoxicity and

myopathy (142,143).

Serum liver enzyme levels were greater than three times the upper limit of nor-

mal in less than 2% of subjects who received maximum-dosage lovastatin in the 1-yr

Expanded Clinical Evaluation of Lovastatin (EXCEL) study, and at the usual dosage,

the incidence was less than 1%. Most cases of transaminase elevation appear to occur

within the first 3 mo of therapy. Rhabdomyolysis has been documented in approxi-

mately 0.1% of subjects receiving lovastatin monotherapy and appears to occur at about

the same frequency for all the HMG-CoA reductase inhibitors. However, the exact

incidence of myopathy, as defined by creatine kinase elevation, that is attributable to

HMG-CoA reductase inhibitor use is difficult to establish: In subjects who continued in

the EXCEL study a second year, creatine kinase elevations above the upper limit of

normal were reported in 50–67% of the groups receiving various dosages of lovastatin

and 54% of the placebo group.
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Despite initial concern based on inhibitors of enzymes of cholesterol synthesis

other than HMG-CoA, no evidence of increased lens opacity has been reported with

the use of HMG-CoA reductase inhibitors. Although it has been postulated that the

lipophilic agents, lovastatin and simvastatin, may have a greater potential for sleep

disturbances than the hydrophilic fluvastatin and pravastatin, because the former cross

the blood–brain barrier, the incidence of sleep disturbances is uncommon with either

lipophilic or hydrophilic agents.

Atorvastatin is more lipophilic than other agents, leading to concern that it may

be associated with a higher incidence of adverse reactions relative to other agents

with long-term safety data and proven efficacy in randomized trials (such as pravastatin

and simvastatin). This concern was mitigated by a review of pooled data involving

more than 4000 patients treated with atorvastatin and a trial of 2856 patients random-

ized to atorvastatin or simvastatin. The overall adverse-event profile was similar to

that observed for other statins. There is, however, one case report of a patient previously

treated safely with simvastatin who developed acute hepatitis when atorvastatin was

administered.

8.1.2. Drug Interactions

Risk for myopathy may be increased when an HMG-CoA reductase inhibitor is

combined with a fibric-acid derivative, nicotinic acid, cyclosporine, or erythromycin (144).

Cerivastatin has recently been withdrawn from market worldwide because of

increased risk for myopathy in particular in combination with fibric-acid derivatives.

8.1.2.1. FIBRIC-ACID DERIVATIVES (145)

(GEMFIBROZIL, FENOFIBRATE, BEZAFIBRATE) AND NIACIN (NICOTINIC ACID)

Although there is no experience with the use of atorvastatin given concurrently

with fibric-acid derivatives and niacin, the benefits and risks of such combined therapy

should be carefully considered. The risk of myopathy during treatment with other drugs

in this class is increased with concurrent administration.

In a crossover study in 20 healthy male volunteers given concomitant single doses

of pravastatin and gemfibrozil, there was a significant decrease in urinary excretion and

protein binding of pravastatin. In addition, there was a significant increase in AUC,

Cmax, and Tmax for the pravastatin metabolite SQ 31,906. Combination therapy with

pravastatin and gemfibrozil is generally not recommended.

Pravastatin and fluvastatin are not extensively metabolized by the cytochrome

CYP3A4 system; as a result, they have few interactions with other drugs unlike other

statins. Several studies have noted no increase in the risk of myositis when pravastatin

was used in conjunction with sustained release niacin or cyclosporine; similar consider-

ations appear to apply to fluvastatin. In contrast, lovastatin in high dose (40–80 mg/d)

is associated with an appreciable risk of myositis in patients also receiving cyclosporine.

However, this combination is usually well tolerated if only low doses of lovastatin are

used (10 mg or 20 mg/d): muscle toxicity occurs in only 0–2% of cases. Similar results

have been reported with low-dose simvastatin.

Concomitant therapy with other lipid metabolism regulators: Combined drug ther-

apy should be approached with caution as information from controlled studies is limited.
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8.1.2.2. BILE ACID SEQUESTRANTS

Patients with mild to moderate hypercholesterolemia: LDL-C reduction was greater

when atorvastatin 10 mg and colestipol 20 g were coadministered (�45%) than when

either drug was administered alone (�35% for atorvastatin and �22% for colestipol).

8.1.2.3. PATIENTS WITH SEVERE HYPERCHOLESTEROLEMIA

LDL-C reduction was similar (�53%) when atorvastatin 40 mg and colestipol 20

g were coadministered when compared with that of atorvastatin 80 mg alone. Plasma

concentration of atorvastatin was lower (approximately 26%) when atorvastatin 40 mg

plus colestipol 20 g were coadministered compared with atorvastatin 40 mg alone.

Concomitant administration resulted in an approximately 40–50% decrease in the

mean AUC of pravastatin. However, when pravastatin was administered 1 h before or

4 h after cholestyramine or 1 h before colestipol and a standard meal, there was no

clinically significant decrease in bioavailability or therapeutic effect.

However, the combination drug therapy was less effective in lowering the triglyc-

erides than atorvastatin monotherapy in both types of hypercholesterolemic patients.

When atorvastatin is used concurrently with colestipol or any other resin, an interval

of at least 2 h should be maintained between the two drugs, since the absorption of ator-

vastatin may be impaired by the resin.

8.1.2.4. COUMARIN ANTICOAGULANTS

Atorvastatin had no clinically significant effect on PT when administered to

patients receiving chronic warfarin therapy. In a study involving 10 healthy male sub-

jects given pravastatin and warfarin concomitantly for 6 d, bioavailability parameters

at steady state for pravastatin (parent compound) were not altered. Pravastatin did not

alter the plasma protein-binding of warfarin. Concomitant dosing did increase the

AUC and Cmax of warfarin but did not produce any changes in its anticoagulant action

(i.e., no increase was seen in mean PT after 6 d of concomitant therapy). However,

bleeding and extreme prolongation of PT has been reported with another drug in this

class. Patients receiving warfarin-type anticoagulants should have their PTs closely

monitored when pravastatin is initiated or the dosage of pravastatin is changed.

8.1.2.5. DIGOXIN

Coadministration of multiple doses of atorvastatin and digoxin increased steady-

state plasma digoxin concentrations by approximately 20%. Patients taking digoxin

should be monitored closely and appropriately. In a crossover trial involving 18 healthy

male subjects given pravastatin and digoxin concurrently for 9 d, the bioavailability

parameters of digoxin were not affected. The AUC of pravastatin tended to increase,

but the overall bioavailability of pravastatin plus its metabolites SQ 31,906 and SQ

31,945 was not altered.

8.1.2.6. ORAL CONTRACEPTIVES

Coadministration of atorvastatin with an oral contraceptive, containing 1 mg nor-

ethindrone and 35 µg ethinyl estradiol, increased plasma concentrations (AUC levels)

of norethindrone and ethinyl estradiol by approximately 30 and 20%, respectively. These

increases should be considered when selecting an oral contraceptive.
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8.1.2.7. ANTACIDS

Administration of aluminum- and magnesium-based antacids suspension, with

atorvastatin decreased plasma concentrations of atorvastatin by approximately 35%.

LDL-C reduction was not altered but the triglyceride-lowering effect of atorvastatin

may be affected.

8.1.2.8. CIMETIDINE

Administration of cimetidine with atorvastatin did not alter plasma concentrations

or LDL-C-lowering efficacy of atorvastatin, however, the triglyceride-lowering effect

of atorvastatin was reduced from 34 to 26%. The AUC0–12 h for pravastatin when given

with cimetidine was not significantly different from the AUC for pravastatin when given

alone. A significant difference was observed between the AUCs for pravastatin when

given with cimetidine compared to when administered with antacid.

In a study with healthy subjects, coadministration of maximum doses of both ator-

vastatin (80 mg) and terfenadine (120 mg), a CYP 3A4 substrate, was shown to pro-

duce modest increases in AUC values. The QTc interval remained unchanged. However,

since an interaction between these two drugs cannot be excluded in patients with pre-

disposing factors for arrhythmia (e.g., preexisting prolonged QT interval, severe coro-

nary artery disease, hypokalemia), caution should be exercised when these agents are

coadministered.

8.1.2.9. ANTIPYRINE

Antipyrine was used as a nonspecific model for drugs metabolized by the micro-

somal hepatic enzyme system (cytochrome P450 system). Atorvastatin had no effect

on the pharmacokinetics of antipyrine, thus interactions with other drugs metabolized

via the same cytochrome isozymes are not expected. Since concomitant administra-

tion of pravastatin had no effect on the clearance of antipyrine, interactions with other

drugs metabolized via the same hepatic cytochrome isozymes are not expected.

8.1.2.10. ERYTHROMYCIN

In healthy individuals, plasma concentrations of atorvastatin increased approxi-

mately 40% with coadministration of atorvastatin and erythromycin, a known inhibi-

tor of cytochrome P450 3A4.

8.1.2.11. OTHER CONCOMITANT THERAPY

Caution should be exercised with concomitant use of immunosuppressive agents

and azole antifungals. Some investigators have measured cyclosporine levels in patients

on pravastatin, and to date, these results indicate no clinically meaningful elevations

in cyclosporine levels. In one single-dose study, pravastatin levels were found to be

increased in cardiac transplant patients receiving cyclosporine.

8.2. Fibrates

Three fibrates (146,147) are currently available in the United States: gemfibrozil,

clofibrate, and fenofibrate. The mechanism of action of the fibric-acid derivatives is com-

plex and has not been completely elucidated. The major effect is a decrease in VLDL (very-

low-density lipoprotein) secondary to increased lipoprotein lipase activity; lipoprotein
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lipase hydrolyzes triglyceride from VLDL to form IDL (intermediate-density lipopro-

tein), which is either removed by the B/E receptor through apo E-mediated recognition

and binding or collect more cholesterol esters from HDL to become LDL. The fibrates

may also exert a peripheral effect by decreasing plasma levels of free fatty acids.

In addition to their effects on lipoprotein levels, fibric-acid derivatives may alter

the composition of lipoproteins. As noted above, gemfibrozil and bezafibrate have been

shown to decrease the concentration of small, dense LDL. The fibrates may thus pro-

tect against coronary atherosclerosis not only by reducing LDL cholesterol level but

also by shifting LDL particles to a less atherogenic phenotype.

Additionally, the fibric-acid derivatives provide nonlipid benefits, such as improve-

ments in coagulation and fibrinolysis. A reduction in platelet aggregability and reactiv-

ity in response to epinephrine has been documented with gemfibrozil. Gemfibrozil has

also been shown to decrease the activity of PAI-1, thereby potentially improving fibrin-

olytic efficacy. Bezafibrate has been reported to decrease circulating levels of fibrino-

gen; fibrinogen has been directly associated with risk for coronary artery disease in epi-

demiological studies.

Clofibrate should not be used since it has been associated with cholangiocarci-

noma and other GI cancers. Other fibrates that are available worldwide include beza-

fibrate and ciprofibrate.

8.2.1. Side Effects

The side effects of the fibric-acid derivatives are generally mild and are encoun-

tered in approximately 5–10% of patients treated with these agents. The majority of

complaints are of nonspecific GI symptoms such as nausea, flatulence, bloating, and

dyspepsia. Increased lithogenicity of bile has been reported with clofibrate therapy

but has not been clearly demonstrated with the other fibrates. Fibrate monotherapy rarely

results in muscle toxicity, although mild elevations of creatine kinase may occasionally

occur. However, the risk for myopathy is increased when a fibrate is used in combina-

tion with an HMG-CoA reductase inhibitor, as described above. Although recent studies

have demonstrated that this combination may be used without severe muscle toxicity,

great caution is required, and careful patient education and surveillance are prerequi-

sites.

8.2.2. Drug Interactions

An important drug interaction is that fenofibrate increases the clearance of cyclo-

sporine. In one series of 43 heart transplant recipients, for example, fenofibrate therapy

led to a 30% reduction in cyclosporine levels. Five of these patients had an episode

of acute rejection that was associated with decrease in cyclosporine levels on the visit

before the episode. A small elevation in the plasma creatinine concentration of 0.34 mg/

dL (30 µmol/L), which did not become apparent for at least 6 mo, was also noted.

Fibrates are primarily excreted by the kidneys; therefore, the dosage and dosing interval

should be reduced in patients with renal insufficiency to avoid myositis. The dosing

of bezafibrate, for example, should be reduced with renal insufficiency. Bezafibrate,

like other fibrates, interacts with warfarin. As a result, the warfarin dose should be

reduced by 30% in patients treated with this drug.
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8.3. Probucol

Probucol is a complex agent that cannot be readily classified with the other lipid-

regulating drugs in terms of structure or mechanism of action. It is a bisphenol deriva-

tive that is similar in structure to butylated hydroxytoluene, a compound with powerful

antioxidant activity that has also been demonstrated to decrease the early microcircu-

latory changes induced by hypercholesterolemia in rabbits (119).

The mechanism of action by which probucol lowers lipid levels has not been

completely elucidated. Probucol does not appear to decrease the production of lipopro-

teins nor does it alter plasma clearance through the B/E receptor pathway.

Probucol dosed at 1 gm/d decreases LDL cholesterol 5–15% and decreases HDL

cholesterol 20–30%. Triglyceride is usually not affected. The effect on HDL choles-

terol appears to be greater in patients with higher pretreatment levels of HDL choles-

terol and is of concern because of the inverse relation between HDL cholesterol level

and incidence of coronary artery disease established in epidemiological studies.

The side effects of probucol appear to be minimal. Probucol is highly lipophilic,

so its absorption is enhanced after a fatty meal; therefore, administration should be

separated from meals to prevent drug toxicity. Mild gastrointestinal symptoms are occa-

sionally reported. The main clinical concern with probucol use is the possible potentia-

tion of rhythm disorders associated with prolongation of repolarization. In experimental

animals, increased incidence of sudden cardiac death with probucol administration was

thought to be caused by induced ventricular arrhythmias. Although no clear correla-

tion between probucol use and sudden cardiac death has been established in humans, the

QT interval should be monitored, especially in patients with baseline prolongation or

receiving concomitant sotalol, quinidine, procainamide, tricyclic antidepressants, phe-

nothiazines, or other agents known to increase the QT interval.

8.4. Bile Acid Sequestrants

Cholestyramine is a polymeric resin, administered orally to bind bile acids. Origi-

nally, cholestyramine was used to treat pruritis secondary to cholestasis, but its main

use today is to treat hypercholesterolemia with concomitant hypertriglyceridemia. Cho-

lestyramine also has been used to treat clostridium difficile enterocolitis, although

traditional antibiotics are more effective. Colestipol hydrochloride is an oral antilipemic

agent. It is a nonabsorbable bile acid sequestrant similar in action to cholestyramine.

Colestipol and cholestyramine appear to be equal in their cholesterol-lowering effects.

Since the development and release of HMG-CoA reductase inhibitors, colestipol use

has declined. Colestipol, however, is not absorbed and has a safer toxicity profile than

do other antilipemics, thus making it a desirable agent in children and pregnant women.

Colestipol was approved by the FDA in 1977.

By releasing chloride, colestipol combines with bile acids in the intestine to form

insoluble, nonabsorbable complexes that are excreted in the feces along with unchanged

resin. Since cholesterol is the major precursor of bile acids, the removal of bile acids

from the enterohepatic circulation increases the catabolism of cholesterol to form bile

acids. The loss of bile acids stimulates a compensatory increase in the hepatic produc-

tion of cholesterol. It is postulated that the increased hepatic production of cholesterol

falls short of the amount lost, leading to a net decrease in circulating cholesterol. This
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effect, however, has not been clearly shown. It is likely that colestipol’s cholesterol-

lowering effect is related to increased catabolism of LDL. Clinically, colestipol lowers

LDL and total cholesterol, but has little effect on HDL cholesterol. Triglycerides increase

with colestipol therapy. Thus, colestipol is appropriate for type II hyperlipoproteinemia

in patients without hypertriglyceridemia.

Colestipol can bind to substances other than bile acids, especially if they undergo

enterohepatic recirculation as does digitoxin. Whereas colestipol has been used clini-

cally to accelerate the clearance of digitoxin in cases of toxicity, charcoal and Fab frag-

ments are probably preferred agents for this use. Other agents that bind readily with

colestipol include chenodiol, chlorothiazide, digoxin, fat-soluble vitamins, penicillin G,

and tetracycline.

8.4.1. Pharmacokinetics

Since colestipol is not absorbed orally, serum concentrations and half-life param-

eters do not apply. Colestipol is not affected by digestive enzymes. It is eliminated in the

stool. Reduction of the plasma cholesterol concentration usually is seen within 24–48 h

of starting therapy, and maximum effects are achieved within 1 mo.

8.4.2. Contraindications/Precautions

Colestipol is contraindicated in patients with cholelithiasis or complete biliary

obstruction. In these conditions, secretion of bile acids into the GI tract is impaired.

Colestipol is also contraindicated in patients with primary biliary cirrhosis since it can

further raise serum cholesterol.

Colestipol is relatively contraindicated in constipated patients because of the dan-

ger of fecal impaction. Colestipol is relatively contraindicated in patients with coro-

nary artery disease or hemorrhoids because constipation can aggravate these conditions.

Because colestipol can bind with vitamin K, colestipol is relatively contraindicated

in patients with any preexisting bleeding disorder or coagulopathy (see Interactions).

Because colestipol can bind with exogenous thyroid hormones if administered

simultaneously (see Interactions), colestipol is relatively contraindicated in patients with

hypothyroidism.

Colestipol is relatively contraindicated in patients with renal disease because coles-

tipol releases chloride, which can increase the risk of developing hyperchloremic meta-

bolic acidosis.

It is unknown whether or not cholestipol causes fetal harm if taken during preg-

nancy. Adequate studies have not been done. Cholestipol should only be used during

pregnancy if the potential benefits justify the potential added risk to the fetus.

8.4.3. Drug Interactions

Colestipol can bind with and possibly decrease the oral absorption of carbamaz-

epine, thiazide diuretics, oral furosemide, oral penicillin G, propranolol, oral tetracy-

clines, orally administered vancomycin, and fat-soluble vitamins including vitamin

A, vitamin D, and vitamin K or orally administered phytonadione. Colestipol can bind

with and delay or prevent absorption of thyroid hormones including dextrothyroxine.

Colestipol also can bind with ursodiol. Staggering the doses of these agents by several

hours should prevent binding with colestipol.
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Cholestyramine can decrease the serum concentrations of imipramine. Though it

is logical to conclude that staggering the times of administration may avoid this interac-

tion, doing so did not prevent a similar interaction between cholestyramine and doxepin

even when the doses were separated by 6 h. Until more data are available, clinicians

should avoid using cholestyramine in patients stabilized on doxepin or imipramine.

Colestipol may affect the hypoprothrombinemic actions of warfarin. Colestipol

can bind with vitamin K in the diet, impairing vitamin K absorption, which, in turn,

may increase warfarin’s hypoprothrombinemic effect. Conversely, colestipol can bind

with warfarin directly and impair warfarin bioavailability, although the effects of

colestipol on warfarin absorption are less pronounced than the ability of cholestyramine

to bind with warfarin. To avoid altering warfarin pharmacokinetics, doses of warfarin

and colestipol should be staggered by at least 4–6 h. Colestipol should be prescribed

cautiously to any patient receiving warfarin, although colestipol may be an acceptable

alternative to cholestyramine in a patient receiving warfarin who also requires therapy

with a bile acid sequesterant.

Colestipol can bind with digitoxin and enhance digitoxin clearance. Because digi-

toxin undergoes enterohepatic recirculation, staggering the administration times of each

agent may not prevent this drug interaction. Colestipol should be used cautiously in

patients receiving digitoxin. Patients should be observed for loss of digitalis effect if

colestipol is added or for digitalis toxicity if colestipol is discontinued in a patient sta-

bilized on cardiac glycosides. Digoxin also may be similarly affected, albeit to a lesser

degree since it undergoes less enterohepatic recirculation than digitoxin.

Cholestyramine has been shown to reduce the bioavailability of glipizide but appears

to have no effect on tolbutamide absorption. The effect of cholestyramine on the bio-

availability of other oral sulfonylureas is unknown.

Cholestyramine enhances the clearance of methotrexate from the systemic circu-

lation. This interaction has actually been used therapeutically in patients with metho-

trexate toxicity, although activated charcoal is more effective.

8.4.4. Adverse Reactions

The most common adverse reactions to colestipol therapy are GI related. Consti-

pation occurs in 10% of patients. It is usually mild and transient but can produce fecal

impaction, requiring medical attention. Every effort should be made to avert possible

constipation; the patient should be instructed to drink plenty of water and include

additional fiber in the diet. Colestipol can worsen preexisting constipation or aggra-

vate hemorrhoids. Bleeding hemorrhoids or blood in the stool occur infrequently and

may result from severe constipation. Other adverse GI reactions include abdominal pain,

eructation, flatulence, nausea/vomiting, diarrhea, or steatorrhea.

There have been rare reports of cholelithiasis, cholecystits, GI bleeding, or peptic

ulcer. A causal effect has not been established.

Because colestipol can bind with and impair the absorption of dietary vitamin K,

hypoprothrombinemia can occur.

Other adverse reactions have been reported with colestipol. Cardiovascular effects

are rare such as angina and tachycardia. There have been infrequent reports of a hyper-

sensitivity rash, with urticaria and dermatitis. Reports include musculoskeletal aches

and pains in the extremities, joint pain and arthritis, and backache. Neurologic effects
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include headache and occasional reports of dizziness or lightheadedness, and insom-

nia. Other infrequent effects include anorexia, shortness of breath, and swelling of the

hands or feet.

8.5. Niacin

Niacin, also known as vitamin B3 has initially been used as a natural cholesterol-

lowering agent that often rivals prescription drugs in mild to moderate cases. Three

forms of niacin supplements, each with a specific therapeutic role, are commercially

available: nicotinic acid (also called nicotinate), niacinamide, and inositol hexania-

cinate, a compound of niacin and inositol (another B-family vitamin).

Normally, enough niacin from foods is absorbed to carry out basic functions, work-

ing on the cellular level to keep the digestive system, skin, and nerves healthy. This vita-

min is also critical to releasing energy from carbohydrates and helping to control blood-

sugar levels. Interestingly, niacin is also synthesized from tryptophan, an amino acid

found in eggs, milk, and poultry.

In a recent study of people with high cholesterol, niacin not only reduced LDL

and triglycerides by 17 and 18%, respectively, but it also increased HDL by 16%.

Although both nicotinic acid and inositol hexaniacinate have cholesterol-benefiting

actions, inositol hexaniacinate is the preferred form, because it does not cause skin

flushing and poses much less risk of liver damage with long-term use.

Niacin improves circulation by relaxing arteries and veins, and disorders char-

acterized by circulation difficulties may benefit as a result. In those suffering from

Raynaud’s disease, for example, niacin’s ability to improve blood flow to the extrem-

ities may counter the numbness and pain in the hands and feet that occurs when blood

vessels overreact to cold temperatures. The calf cramping and other painful symp-

toms of intermittent claudication, another circulation disorder, may lessen under the

vessel-relaxing influence of niacin as well. The inositol hexaniacinate form of niacin

works best for circulation-related discomforts.

Niacinamide can help treat osteoarthritis and rheumatoid arthritis, insulin-depen-

dent diabetes, insomnia, and migraine headaches.

8.5.1. Precautions

High doses (75 mg or more) of niacin can cause side effects. The most common

side effect is called “niacin flush.” It is harmless unless with concurrent asthma; so

people with asthma should not take niacin supplements at high dosages. At very high

doses like those used to lower cholesterol, liver damage and gastroduodenal ulcers can

occur. Patients with liver disease or gastric ulcera should not take niacin supplements.

8.5.2. Drug Interactions

Taking aspirin before taking niacin may reduce the flushing associated with nia-

cin. However, large doses of aspirin may prolong the length of time of action.

Niacin binds bile acid sequestrants (cholesterol-lowering medications such as coles-

tipol and cholestyramine) and may decrease their effectiveness; therefore, niacin and

these medications should be taken at different times of the day.
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When niacin is taken at the same time as another class of cholesterol-lowering

medications, the HMG-CoA reductase inhibitors or statins, the likelihood for serious

side effects, such as muscle inflammation or liver toxicity, is increased. In severe

cases, kidney failure may occur.

Doses of niacin that are high enough to reduce cholesterol levels may raise blood

sugar and lead to a loss of blood sugar control. However, one study suggests that

niacin may actually benefit patients with recent onset of Type 1 diabetes. People tak-

ing insulin, metformin, glyburide, glipizide, or other similar medications used to treat

high blood sugar levels should monitor their blood sugar levels closely.

Niacin should not be taken at the same time as tetracycline, an antibiotic, because

it interferes with the absorption and effectiveness of this medication. Niacin either

alone or in combination with other B vitamins should be taken at different times from

tetracycline.

When niacin is taken with certain blood pressure medications (such as prazosin,

doxazosin, and guanabenz), the likelihood of side effects from these medications is

increased.

The use of nicotine patches with niacin may increase the chances of or worsen

the flushing reactions associated with this supplements.
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1. INTRODUCTION

Infectious disease may be defined as a disease that is transmissible or likely to spread
(1). In industrial Europe, diseases such as tuberculosis were scourges and doctors and
scientists of the day concentrated their efforts to treat and understand these illnesses.
In modern times, the types of infectious disease affecting the human population may
have changed due to the eradication of diseases such as smallpox, but these diseases
still result in significant morbidity and mortality worldwide (2). In the present chap-
ter, we describe most infectious diseases affecting the Western world, with current
treatment and antimicrobial options. Thereafter, we discuss the classification, pharmaco-
kinetics, metabolism, drug and herbal interactions, assays, and forensic implications
of the antimicrobials.

1.1. Bacterial and Viral Meningitis
Meningitis is an infection of the arachnoid matter in the brain and cerebrospinal

fluid (CSF) present in the subarachnoid space (3). Once the infection has broken through
the protective meninges membranes it may be rapidly spread throughout the brain by
the CSF. If the infection spreads into the brain it may result in a condition known as
meningoencephalitis. Meningitis is generally classified into bacterial or viral, although
a third category, chronic meningitis, may also be used. Bacteria such as Escherichia
coli, Haemophilus influenzae, Neisseria meningitides, and pneumococcus usually cause
bacterial meningitis or acute pyogenic meningitis. E. coli is usually the cause of the
infection in the neonate, with H. influenzae the culprit in infants and young children.
N. meningitidis is often the cause of disease in teenagers and young adults and is most
often responsible for the spread of the disease since it may be transmitted through the
air. Clinically, patients present with fever, headache, sensitivity to light, stiff neck,
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and irritability. Approximately 10–15% of cases are fatal (4). A spinal tap yields cloudy
CSF. Treatment is with antibiotics such as aminoglycosides, cephalosporins, chloram-
phenicol, penicillins, and tetracyclines. Appropriate antibiotic therapy reduces the risk
of dying to less than 15%. However, even with treatment, a possible complication of
recovery may be hydrocephalus. This development is most common with pneumococcal
meningitis. In the immunosuppressed patient, diagnosis may be more difficult as other
bacteria may cause the disease and the patient may present with atypical CSF findings.

The causative agent in viral or lymphatic meningitis may not be identified but
approximately 90% of cases are caused by enteroviruses such as coxsackieviruses. Com-
mon viruses include herpes simplex type II, mumps, and Epstein-Barr virus. Clinical
presentation is similar to bacterial meningitis but the course is generally less severe.

1.1.1. Chronic Meningitis
This form of meningitis takes longer to become apparent and is usually caused

by Mycobacterium tuberculosis. In these cases, the meninges are filled with a gelatin-
or fibrous-like substance. Clinically, an individual may present with symptoms of leth-
argy, headache, vomiting, and mental confusion. One complication of this form of men-
ingitis is that the long-term inflammatory reaction in the subarachnoid space may produce
endarteritis, which may result in an infarction.

1.2. Escherichia coli
E. coli is a bacterium with many strains. The majority of strains pose little danger

to humans but one strain, E. coli serotype O157:H7 is a major cause of food-borne
illness (5). It is a gram-negative rod-shaped bacterium producing Shiga toxin. Diagno-
sis is by detection of the bacterium in the feces. There are approx 73,000 cases annu-
ally in the United States. The major source of the bacterium in industrialized countries
is ground beef but other sources include unpasteurized milk and juice. The bacterium
is water-borne, with transmission occurring by drinking contaminated water or contact
with contaminated lakes, ponds, and swimming pools. Clinically, E. coli produces
bloody diarrhea and abdominal cramps with little fever. Occasionally no symptoms
result from the infection. Resolution may take 5–10 d. In some individuals, infection
with this strain may cause a hemolytic uremic syndrome resulting in destruction of
red blood cells and kidney failure. This complication occurs at a frequency of 2–7%.

Most people do not require treatment and there is no evidence that antibiotic
treatment improves the course of the illness. If antibiotic treatment is provided, com-
mon antibiotics include aminoglycosides, fluoroquinolones, penicillins, sulfonamides,
and trimethoprim-sulfamethoxazole.

Hemolytic uremic syndrome is life threatening and requires intensive medical
care. Long-term consequences of E. coli infection are related to the severe uremic com-
plication. Approximately 30% of individuals who develop this syndrome will have kid-
ney disease in later years.

Other strains of E. coli also produce disease and are referred to as diarrheagenic
or non-Shiga toxin-producing E. coli. These serotypes are classified into four groups,
namely enterotoxigenic (ETEC), enteropathogenic, enteroinvasive, and enteroaggre-
gative (6). The incidence of these strains causing disease is unknown since most labo-
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ratories do not have the ability to identify the organisms. Clinical symptoms include
watery or bloody diarrhea, abdominal cramps with or without fever, chills, loss of appe-
tite, and muscle aches. ETEC is the main cause of traveler’s diarrhea. It is also trans-
mitted by contaminated food or water. As with Shiga toxin E. coli, treatment is usually
supportive. ETEC may be resistant to antibiotics such as trimethoprim-sulfamethoxa-
zole and ampicillin. Fluoroquinolones may be effective treatment.

1.3. Streptococcal Disease (Groups A and B)
Group A streptoccoccus is a bacterium found in the throat and skin. Infections

are known as “strep throat.” Although a relatively mild disease, these microorganisms
may cause more severe illness to spread through direct contact with mucus of an infected
person. Treatment with antibiotics such as macrolides, penicillins, quinolones, quinu-
pristin/dalfopristin, teicoplanin, and tetracyclines is effective. Symptoms range from
no illness to severe with necrotizing faciitis and toxic shock syndrome (TSS). These
latter conditions are known as invasive Group A streptococcal disease. There were
approximately 9400 cases of invasive disease in the United States in 1999 (7). Invasive
disease results when bacteria enter areas of the body where they are usually absent.
Necrotizing faciitis describes the destruction of muscle and skin tissue. Early symptoms
include fever, pain, and redness. Treatment may involve surgery to remove necrosed
tissue. Streptococcal TSS results in a rapid decrease in blood pressure and organ fail-
ure. Signs include shock, fever, dizziness, and confusion. Approximately 20% of indi-
viduals with necrotizing faciitis and more than 50% of TSS patients die (8).

If an individual becomes sensitized to streptococcal antigens, rheumatic fever may
result. This is a systemic, nonsuppurative inflammatory disease (3). This disease affects
the joints, lungs, blood vessels, and the heart. Although an individual may acquire this
disease at any age, more than 90% of cases occur between the ages of 5–15 yr (3).
Treatment with antibiotics has reduced the death rate significantly over the last 50 yr.
Deaths caused by this disease are due to heart damage with involvement of the heart
valves.

Group B streptococcus is a bacterium that may cause illness especially in the
young and elderly. It is the cause of the most common life-threatening infections in
newborn babies such as sepsis, meningitis, and pneumonia. In pregnant women, the
most common infections include sepsis, amnionitis, and urinary tract infections (9).
In other adults, blood, skin, or soft-tissue infections and pneumonia result from expo-
sure to this bacterium. The bacteria may be transmitted from the gastrointestinal and
genital tracts intrapartum. The mode of transmission in nonpregnant adults is not known.

Approximately 17,000 cases occur annually in the United States (10). About 16% of
adults and 5% of infants with the infection die. Long-term effects may include children
with learning problems and hearing and sight loss due to meningitis. Treatment is with
antibiotics such as penicillin or ampicillin, which may be administered intravenously.

1.4. Haemophilus influenzae
Haemophilus influenzae is a gram-negative coccobacillus. The bacterium enters

the human body through the nasopharynx. The bacteria may colonize and remain for
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months without causing any symptoms. In some individuals, however, the organism
causes an invasive infection. The mode of transmission to the blood is unknown but
may result in meningitis, epiglottitis, pneumonia, arthritis, and cellulitis (11). Between
2 and 5% of people die with invasive H. influenzae disease. Diagnosis should include
serotyping a culture since type b is the only form preventable by vaccine. Antimicro-
bial therapy usually involves 10- to 14-d treatment with chloramphenicol or a cepha-
losporin such as cefotaxime (12). Other drugs that have been utilized in therapy include
bacitracin, penicillins, chloramphenicol, macrolides, quinolones, rifampin, sulfonamides,
tetracyclines, and trimethoprin-sulfamethoxazole. Strains of H. influenzae resistant to
ampicillin are common throughout the United States and therefore this medication
should be avoided.

1.5. Hepatitis
Several hepatitis causing viruses are known, including A, B, C, D, and E. Clini-

cally, patients present with symptoms such as fever, lethargy, nausea, loss of appetite,
abdominal pain, and jaundice. The course of disease caused by viral infection of the
liver is categorized into several clinical syndromes, namely, the carrier state, acute
hepatitis, chronic hepatitis, and fulminant hepatitis (3). The latter results in massive
necrosis of the liver and is primarily associated with hepatitis B virus (HBV).

Hepatitis A virus (HAV) is an RNA picornavirus, which may result in infection
in humans after an incubation period of 15–50 d (13). The probability of symptoms is
age dependent with >70% of infections in young children being asymptomatic. Jaun-
dice is a frequent symptom in adults. Illness may last for about 2 mo although some
individuals have prolonged or relapsing illness up to 6 mo. The virus replicates in the
liver and is excreted in the feces of an infected individual. A person is most likely to
transmit the disease in the 2-wk period before the onset of jaundice. The disease is
transmitted by the fecal–oral route and more rarely by transfusion with blood collected
from an infected person. Hepatitis A is diagnosed by identification of IgM-anti-Hepa-
titis A antibody as it cannot be clinically differentiated from other types of viral hepati-
tis. Approximately 100 people die per year in the United States as a result of liver failure
from hepatitis A. A vaccine is available for prophylaxis and may also be administered
within 2 wk after contact with an HAV-infected person.

HBV, the most well known hepatitis-causing virus, has a core of double-stranded
DNA. It is estimated that more than 1 million people in the United States who have
chronic HBV infection are potentially infectious (14). Immunization is the most effec-
tive prevention. Transmission is typically by the percutaneous route, blood and blood
products, hypodermic needles, and dental and surgical instruments (3). The virus is
present in semen, menstrual blood, urine, and feces (3). Like HAV, diagnosis is made
by identification of specific serum markers. The incubation period of HBV ranges
from 1 to 6 mo and the individual antigen and antibody titers vary throughout the course
of the disease. For example, when the patient is asymptomatic markers such as HbsAg
are detected but as symptoms appear anti-Hbe and anti-HBs are measured.

Hepatitis C virus (HCV) is an RNA virus that has infected an estimated 4 million
Americans (15). HCV is diagnosed by identification of anti-HCV, typically by immuno-
assay followed by specific confirmation by immunoblot assay. Alternatively, RNA gene
amplification techniques may be utilized. Many people with acute HCV are asympto-
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matic. Less than 30% develop jaundice. Progression to chronic liver disease may take
many years after exposure. Cirrhosis may occur in 10–20% of individuals with chronic
HCV. Antiviral therapy such as �-interferon is recommended for patients with chronic
HCV who are at high risk for developing cirrhosis (e.g., alcoholics). Alternative therapy
using a combination of interferon and ribavirin has FDA (Food and Drug Administra-
tion) approval for use in patients who have relapsed after interferon treatment.

Hepatitis D virus (HDV) is a single-strand RNA virus that requires the presence
of HBV to replicate. Infection may be acquired with HBV or as a superinfection in
individuals with chronic HBV infection (16). The former category of individuals gener-
ally develops more severe acute disease and is at greater risk of developing fulminant
hepatitis than the latter. Transmission of HDV is similar to the other viruses although
sexual transmission appears to be less efficient than for HBV. The type of antibodies
detected in serum of infected individuals is dependent on whether the virus has been
acquired as a coinfection with HBV. In people who are coinfected both IgM anti-HDV,
and IgG anti-HDV are detected. Hepatitis Delta Antigen can be detected in serum in
only about 25% of patients with HDV-HBV infection. There is currently no treatment
available to prevent HDV infection in an individual with chronic HBV.

Hepatitis E virus (HEV) is a spherical single stranded RNA virus that is the major
cause of non-A, non-B hepatitis. The incubation period is 15–60 d after HEV exposure.
Although symptoms of HEV exposure are similar to other types of viral hepatitis, less
common symptoms include diarrhea and a urticarial rash. There is no evidence of chronic
infection with HEV. IgM and IgG anti-HEV are produced after HEV infection. Currently
there are no commercially available tests to identify HEV in the United States although
serologic tests using enzyme immunoassays and Western Blot techniques are utilized
in research laboratories. Transmission of this virus is mainly by the fecal–oral route.
Person-to-person transmission is relatively rare with this hepatitis virus (17).

Additional drug therapy for hepatitis includes the immunoglobulins, entecavir
(HBV), and lamivudine.

1.6. Herpes
Herpes simplex virus (HSV) type I causes an oral infection, known as “fever

blisters” (18). Herpes simplex type II is commonly associated with herpes genitalis. The
latter is caused by HSV II in approximately 80% of cases. Herpes genitalis is a sexu-
ally transmitted disease. Two forms are recognized clinically (primary and recurrent)
but both forms result in vesicular and ulcerative lesions. The initial infection is associ-
ated with more numerous painful lesions, fever, and headache due to lack of immunity.
Recurrent lesions tend to be less severe and less far-reaching with little systemic ill-
ness (19). Transmission to neonates is possible in infected pregnant women. If a woman
is infected near the time of delivery, there is a 1:2 likelihood of the newborn devel-
oping neonatal herpes (3). This disease is potentially fatal due to the resulting gener-
alized severe encephalitis. Other diseases caused by the HSV include HSV I encephalitis
resulting in hemorrhagic necrosis, and herpetic viral meningitis (HSV II).

There is no cure for genital herpes but antimicrobial treatments such as acyclovir,
dicofovir, docosanol, famiciclovir, fomivirsen, foscarnet, ganciclovir, idoxuridine,
penciclovir, trifuridine, valacyclovir, valganciclovir, and vidarabine can prevent and
shorten recurrent episodes.
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1.7. Legionnaires’ Disease
Legionellosis is a disease caused by the bacterium Legionella pneumophilia,

which is found in water systems. The infection may present as Legionnaires’ disease
(LD) or Pontiac fever (PF). The former is the more severe form that is characterized by
pneumonia, fever, chills, and a cough, whereas PF presents as an acute flu-like illness
with fever and muscle aches. Other Legionella species may also cause these conditions
but in the United States more than 90% of cases are caused by L. pneumophilia (20).
Fewer than 20,000 cases of LD and PF occur each year in the United States but 5–15%
of LD cases are fatal. Person-to-person transmission does not occur and infection is
caused by inhalation of contaminated aerosols. PF generally does not require treatment
as individuals usually recover in a few days. LD may be effectively treated with erythro-
mycin. Rifampin may be coadministered in severe cases. Other drugs include the macro-
lides, quinolones, quinupristin/dalfopristin, and tetracyclines.

1.8. Salmonellosis
The estimated incidence of salmonellosis is about 1.4 million cases per year in

the United States, with about 500 fatalities (21). Salmonellosis is an infection caused
by the gram-negative bacterium Salmonella. This bacterium includes three species,
Salmonella typhi, Salmonella cholerae-suis, and Salmonella enteriditis. The bacteria
are transmitted to humans by eating food contaminated with the organism, usually from
animal feces. There are several distinct clinical syndromes caused by this bacterium.
The most severe is typhoid fever, which is caused exclusively by S. typhi. Other con-
ditions include gastroenteritis; bacteremia; enteric fevers; localized infections in bones,
joints, etc.; and asymptomatic carriers. Gastroenteritis is the most common form of
infection and involves fever, diarrhea, and abdominal cramps. The illness resolves in
4–7 d and most individuals recover without treatment providing dehydration is pre-
vented. Antibiotics are not usually necessary unless the infection extends beyond the
intestinal tract. Ampicillin, gentamicin, trimethoprim-sulfamethoxazole, or ciproflox-
acin may be administered. Other medications include aminopenicillins, chlorampheni-
col, fluoroquinolones, polymixin B, and the tetracyclines. Clinical signs of typhoid fever
include lethargy, fever with bacteremic chills, and abdominal pain. By the second week
the spleen enlarges and a rash may appear. The fever is now persistent. If untreated, the
fever is accompanied by confusion and delirium by the third week of the disease. Com-
plications include infective endocarditis and intestinal hemorrhage and perforation (3).

1.9. Toxic Shock Syndrome
TSS is caused by a bacterium, Staphylococcus aureus. In the United States, the

incidence of this illness is 1–2 per 100,000 women 15–44 yr of age (22). This organism
flourishes in skin and mucous membranes. It has been associated with the use of tam-
pons and barrier contraceptive devices. It may also occur as a complication of surgery
or abscesses. Symptoms include rash, fever, diarrhea, and muscle pains. More serious
symptoms include hypotension and multisystem failure. Approximately 5% of TSS cases
result in death. Treatment includes an antibiotic regimen using drugs such as the macro-
lides, penicillin G, quinolones, quinupristin/dalfopristin, teicoplanin, or the tetracyclines.



8. Antimicrobial Drugs 301

1.10. Tuberculosis
In 2000, there were at least 16,000 reported tuberculosis (TB) cases in the United

States (23). TB is a chronic granulomatous disease caused by the bacterium Mycobac-
terium tuberculosis (3). The bacteria may infect any part of the body but typically
involves the lungs. Most infections are acquired by direct transmission of airborne
droplets of organisms from an individual with active TB by inhalation to another. After
exposure, most people are able to resist disease and the bacteria become inactive, but
viable organisms may remain dormant in the lungs for many years. This is called latent
TB infection (3). These individuals have no symptoms, do not have active disease, and
therefore cannot transmit the organisms to other people. However, they may develop
disease if untreated. TB disease occurs when the immune system is unable to prevent
the bacteria from multiplying. People with weak immune systems are susceptible to
development of the disease. These include individuals with diabetes mellitus, silico-
sis, substance abuse, severe kidney disease, or leukemia. Symptoms depend on the area
of the body where the bacteria are growing. In the lungs, the individual may develop a
cough (and may cough up blood) and pain in the chest. Other symptoms include weight
loss, weakness or fatigue, chills, fever, and night sweats. TB may be treated with several
drugs including amikacin, aminosalicylic acid, capreomycin, cycloserine, ethambutol,
ethionamide, isoniazid, kanamycin, pyrazinamide, rifampin, and streptomycin. The most
common drugs used to treat this communicable disease are isoniazid (INH), rifampin,
ethambutol, pyrazinamide, and streptomycin. Treatment usually involves taking multi-
ple medications.

2. CLASSIFICATION OF ANTIMICROBIALS

There have been a number of attempts to classify antibiotics or antivirals based
upon both chemical structure (24) and mechanism of action (25,26). The former method
fails with regard to many of the newer antibiotics and antivirals whereas the latter type
of classification system based on mechanism of action is sometimes deficient because
the mechanism of action of all antibiotics is not clearly elucidated. The antivirals are
different but like the antibiotics their purpose is to disrupt the normal physiological
status of the parasitic organism (a virus, in the case of antivirals). Thus, the best method
for classifying antimicrobials (a term used here to include both antibiotics and anti-
virals) combines elements of both types of classification. This can be illustrated in
Fig. 1, which shows antibiotics that inhibit bacterial cell wall synthesis (the mechanism
of action) may have both similar and dissimilar chemical structures. For example, the
penicillins and cephalosporins, with their common �-lactam ring, have similar chem-
ical structures whereas vancomycin is dissimilar, yet all have a mode of action that
involves inhibition of bacterial cell wall synthesis. Table 1 lists the major classifica-
tions of antimicrobials with regard to chemical structure and/or mechanism of action.

3. PHARMACOKINETICS OF ANTIMICROBIALS

Classical pharmacokinetics of therapeutic drugs describes the rate of absorption,
distribution, and elimination following drug administration. Antimicrobials, however,
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must be considered differently than most therapeutic drugs since although the host is
administered the drug, the microbe must also absorb, distribute, and eliminate the
drug, at a rate that is usually independent of the host. For many therapeutic drugs where
absorption is comparable, the observed pharmacological effects can be correlated with
the rate drug is removed from the central compartment (systemic circulation) through
processes of metabolism, redistribution, or elimination. This is the basis for perform-
ing therapeutic monitoring and adjusting a patient’s dose based upon a determination
of the drug or a metabolite in a physiological fluid that can describe what is happening
in the central compartment. An example is digoxin, whose blood level can be mea-
sured and a therapeutic range established that should produce the desired effect, i.e.,
increase the strength of contractility in the failing heart, without producing the toxic
effect of arrhythmia. In contrast, the observed pharmacological effect with an antimi-
crobial depends upon the parasite (microbe) suffering a toxic effect such as inhibition
of growth or cellular disruption without concurrent toxic effects to the host, not just
disappearance from the central compartment of the host. Thus, it often becomes diffi-
cult to equate the experimentally determined pharmacokinetics of an antibiotic with a
therapeutic response. Rather, therapeutic monitoring of antimicrobials is more often
done to prevent a toxic response in the host. For example, monitoring the peak and
trough levels of aminoglycosides to prevent oto- or nephrotoxicity in the host. A typi-
cal clinical protocol utilizes two serum concentrations to define the therapeutic range
to prevent the known toxicities. A so-called “peak” level is obtained 30 min following
dosing and a “trough” level determined 30 min prior to the next dose. For gentamicin,
these levels should be in the range of 6–10 µg/mL for the peak level and 0.5–2 µg/mL
for the trough level. For such levels to be meaningful, they should be drawn when the
drug is near a steady-state concentration, usually after three or more doses.

Fig. 1. Chemical structure of antibiotics.
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3.1. Host–Parasite Considerations
Coupled with the host–parasite pharmacokinetic descriptions, the phagocytic com-

plex produced by the immune response of the patient (host) toward the parasite must
also be considered. That is, once the host in response to a parasitic invasion mobilizes

Table 1
Classification of Antimicrobial Agents

Classification: Classification:
Mechanism of Action Chemical Structure Examples

Inhibit bacterial cell wall �-Lactams; azoles Penicillins, cephalosporins,
synthesis vancomycin, cycloserine,

bacitracin, azole antifungals
(clotrimazole, fluconazole,
itraconazole, ketoconazole)

Affect permeability of Detergents, polyenes Polymyxin, polyene
bacterial cell membrane and antifungals (nystatin,
lead to leakage of intracellular amphotericin B)
compounds

Affect function of 30S and Macrolides, tetracyclines Chloramphenicol,
50S ribosomal subunits tetracyclines, macrolides
causing a reversible inhibition (erythromycin, clarithromycin,
of protein synthesis azithromycin) clindamycin,

pristinamycins (quinupristin/
dalfopristin)

Binding to 30S ribosomal Aminoglycosides Aminoglycosides (gentamicin,
subunit altering protein tobramycin, kanamycin,
synthesis leading to bacterial streptomycin), spectinomycin
cell death

Inhibit bacterial nucleic acid Rifamycins, Quinolones Rifamycins (rifampin, rifabutin,
metabolism via inhibition rifapentine), quinolones
of polymerase (rifamycins)
or topoisomerases (quinolones)

Antimetabolites—blocking Sulfonamides Trimethoprim/sulfamethoxazole,
essential enzymes of bacterial sulfonamides
folate metabolism

Antivirals:
Type 1: Nucleic acid analogs Pyridine nucleosides Acyclovir, ganciclovir

that inhibit viral DNA Zidovudine, lamivudine
a. polymerase or
b. reverse transcriptase

Type 2: Nonnucleoside reverse Nevirapine, efavirenz,
transcriptase inhibitors delavirdine

Type 3: Inhibitors of essential Sauuinavir, indinavir, ritonavir,
viral enzymes, e.g., nelfinavir, amprenavir,
a. HIV protease or lopinavir
b. influenza neuraminidase Amantadine, rimantadine,

zanamivir



304                                                                               Jenkins and Valentine

an immune response, will the phagocytic complex absorb the antimicrobial agent and
will its typical mechanism of action be operative within the complex? In short, the
answer to this question is that antimicrobial agents work in concert with the immune
system as evidenced by the fact that a person that is immune compromised will often
not respond in the desired manner to antimicrobial therapy. This is indirect evidence
that antimicrobials penetrate phagocytes and augment destruction of the microorgan-
ism. Some direct evidence also exists that antibiotics are absorbed into phagocytes.
Tulkens (27) discussed evidence that beta-lactams diffuse into but do not accumulate
in phagocytes because of their acidic character and aminoglycosides being too polar to
readily cross membranes are taken up slowly by endocytosis resulting exclusively in
lysosomal localization. This investigator also discussed licosaminides, macrolides, and
fluoroquinolones that accumulate in phagocytes, with the two former antibiotics exhib-
iting accumulation in both cytosolic and lysosomal localization, whereas the fluoroquin-
olones appear to be entirely soluble in bacterial cells. Using a S. aureus-infected line
of macrophages, the author was able to demonstrate that the macrolides and to a greater
extent the fluoroquinolones reduced the original inoculum.

Another factor that must be considered is the presentation of the antimicrobial
agent to the loci of infection. Such sites of infection might occur in soft tissues, joints,
or bones that have limited blood perfusion. Similarly, the central nervous system (CNS)
has limited availability to most antimicrobials due to the blood–brain barrier. Some of
the antimicrobials exist as anions at physiological pH and are actively transported out
of the CNS following passive diffusion into the CNS. Thus the net concentration gra-
dient favors passage of the antibiotic out of the CNS. With an inflamed meninges pas-
sive diffusion of many antimicrobials into the CNS occurs at an increased rate shifting
the net concentration gradient in favor of agent into the CNS. But as the CNS infec-
tion is arrested, the gradient in the opposite direction is restored. With such inaccessi-
ble sites, successful therapy will depend upon achieving what is referred to as the min-
imum inhibitory concentration, the so-called MIC. The concept of MIC relates to the
lowest concentration of antibiotic that will prevent visible growth of bacteria in serially
diluted concentrations of the bacteria in either agar or broth. Passive diffusion of the
antibiotic to the site of infection at or above the MIC would be expected to produce
inhibition of bacterial growth. Recently, evidence has been reported that a sub-MIC
level might enhance phagocytosis by macrophages. Nosanchuk et al. (28) demonstrated
that the major antifungal drugs used in the treatment of cryptococcosis, amphotericin
B and fluconazole, would enhance phagocytosis of macrophages at subinhibitory con-
centration. The results suggest that the normal mechanism of action, altering cell wall
permeability or inhibiting cell wall synthesis, respectively (Table 1) can cooperate with
humoral and cellular immune defense systems in controlling fungal infection even at
sub-MIC concentrations. Thus, as emphasized above, a functional immune system is
important to the therapeutic effectiveness of the antimicrobial agent.

3.2. Antimicrobial Absorption
In general, enteral, parenteral, and topical administration can be used with most

classes of antimicrobials, although there are exceptions based upon physicochemical
properties of the specific agent. All routes of administration, with the exception of intra-
venous, will have a distinct absorption phase, that is, a lag time until the antimicrobial
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reaches its maximum concentration in blood plasma, often referred to as Cpmax, follow-
ing administration.

The enteral route of administration offers the most complex set of physiological
barriers to absorption. One of the most formidable barriers is pH found in various
segments of the gastrointestinal tract. The effect of pH is basically twofold. First, the
antimicrobial drug may be labile to acid or base hydrolysis. Typically, pH in the stomach
is acidic (approximately 2.0) and that of the intestine is basic (approximately 8.0). For
example, penicillin G is rapidly hydrolyzed by stomach acid and less than one-third of it
would be absorbed. Converting penicillin G to the potassium salt forms penicillin VK,
which is acid resistant and permits adequate oral bioavailability. The second factor related
to pH is the relationship that exists between it and the acid dissociation constant (pKa)
of the antimicrobial drug. Depending upon the pKa of an antimicrobial, the possibility
exists that the antimicrobial will become ionized. Since the unionized form generally
is required for passive diffusion across the lipoid membranes that constitute the gastro-
intestinal tract, bioavailability of the dosage form can be limited. Sulfonamides illustrate
this principle since most members of the class have a pKa value in the range of 4.9–7.7
(24). Applying the principles of the Henderson-Hasselbach equation,

pKa – pH = log (ionized drug/unionized drug)

It is apparent that at the intestinal pH of approximately 8.0, it would be anticipated
that the sulfonamides would exist mainly as the unionized form and be absorbed via
passive diffusion. This is in fact the case for all the sulfonamides, which are absorbed
well when given orally, the exception being sulfasalazine, which is a prodrug designed
to be metabolized in the distal portion of the small intestine and colon for a local action.
Once the sulfonamide is absorbed into the systemic circulation where the pH is 7.4, it
exists mainly in the unionized form and can cross other membrane barriers in the body
as well as penetrate the microbial organism via passive diffusion as described in the sub-
sequent section.

pKa of the antimicrobial agent may also determine whether it can form complexes
with other coadministered drugs. For example, fluoroquinolones such as ofloxacin,
lomefloxacin, norfloxacin, and ciprofloxacin have ionizable groups with pKa values
close to neutrality (25). The optimum pH for complexation with iron (III) was found
to be 3.8 (26). Thus, it would be expected that concurrent administration of iron with
a fluoroquinone would reduce the bioavailability of both drugs due to complexation
in the acid environment of the stomach.

Oral absorption of tetracyclines can be inhibited by virtue of the fact that because
of their chemical structure, sites for chelation are present. Thus concurrent administra-
tion of over-the-counter antacids containing calcium, aluminum, zinc, silicate, or bis-
muth subsalicylate (27) or formulations of iron or vitamins containing iron (28) will
form chelated complexes that are not absorbed across gastric mucosa. In a similar
manner, calcium contained in dairy products will form chelation complexes that will
inhibit absorption of the tetracyclines (29).

Another barrier to antimicrobial absorption is metabolism of the administered
drug by isozymes found in the wall and clefts of the gastrointestinal tract. Such metab-
olism would convert the nonpolar, lipid-soluble antimicrobial into a polar, more water-
soluble metabolite. Because of the change in physicochemical properties, the metabolite
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would not be available for passive diffusion across the lipoid membranes of the gastro-
intestinal tract. Specific examples of this barrier to absorption are given in the subse-
quent section on Antimicrobial Metabolism.

3.3. Antimicrobial Distribution
Following the absorptive process, the antimicrobial agent is transported through-

out the body via systemic circulation. The blood pH 7.4 and the inherent pKa of the anti-
microbial drug will determine the unionized to ionized ratio. That portion of the anti-
microbial drug that is ionized can be bound to blood proteins, the most notable being
albumin, through electrostatic interactions. That portion that is unionized or often termed
the “free drug” is available to diffuse across cellular membranes. This “free drug” is
also referred to as the “pharmacologically active” portion of the absorbed drug since
in order to interact with a receptor to produce an effect, the drug has to transverse the pro-
tective cellular membrane. As noted above, with antimicrobial drugs it is advantage-
ous for no host pharmacological action to occur; rather it is hoped that the microbe will
be the recipient of the toxic effects of the antimicrobial agent. In E. coli it has been
shown that the intracellular pH and the pKa of the sulfonamide determine the passive
diffusion rate across the bacteria membrane (30).

Antimicrobial agents must reach deep-seated parts of the body that harbinger
microbes if they are to be effective. Some examples will illustrate this principle. First,
antimicrobial agents must penetrate into the mucus and crypts of the gastrointestinal
tract to eradicate Campylobacter pylori. Such penetration by the antimicrobial agent
has been determined by physicochemical properties of the antimicrobial, such as pKa,
stability and activity over a wide range of pH, and lipid solubility (31). A second exam-
ple is penetration of antimicrobials into infections involving cysts in patients with
autosomal-dominant polycystic kidney disease (32). In 10 patients with this disease,
blood, urine, and cyst fluid was analyzed at either surgery or autopsy for antibiotic con-
centrations. Drugs active against anaerobes, such as metronidazole and clindamycin,
were present in therapeutic concentrations in the cysts. Ampicillin, trimetoprim-sulfa-
methoxazole, erythromycin, vancomycin, and cefotaxime were likewise found in the
cysts but not aminoglycosides. These authors suggested that this was due to the favor-
able physicochemical properties of the penetrating drugs, viz, pKa and lipid solubility.
A third example will illustrate how a concomitantly administered drug can enhance the
bioavailability of an antimicrobial agent into a deep-seated area of the body. Patients
undergoing cataract surgery were given an intravenous infusion of ceftazidime, cefotax-
ime, aztreonam, or ceftriaxone along or without oral acetazolamide (33). Difference in
aqueous humor concentration with concurrent administration of acetazolamide was sta-
tistically significant demonstrating that transmembrane penetration of antimicrobials
into a deep-seated compartment like the eye can be accomplished. A fourth example
illustrates that antimicrobial agents can penetrate into bone that has limited vascular cir-
culation (34). Two groups of patients each containing four persons received either 1 g
oxacillin or 1 g cefazolin preoperatively then had cervical discs removed and concentra-
tion of antibiotic measured. Two other groups of four persons each received 2 g of drug
instead of the 1 g given the other groups. Antibiotic levels were detected in all discs but
were only quantifiable in the 2-g-dosed groups. This study demonstrated that larger doses
of an antimicrobial agent would be required to treat a bone infection.
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3.4. Host Metabolism of Antimicrobials
Metabolism of antimicrobial agents in the host (human patient) occurs by either

Phase I (oxidative) and/or Phase II (conjugation) mechanisms. Metabolism of the �-
lactam antimicrobials occurs mainly as a result of parasite enzymes as discussed in a
subsequent section. Most Phase I metabolism of antimicrobials in humans occurs through
a superfamily of mixed-function monooxygenase enzymes termed the cytochromes
P450 or abbreviated CPY (35). The different cytochromes are divided into families
based upon their protein and DNA homology (36). Six of these enzyme families medi-
ate the oxidative metabolism of most drugs, viz, CYP1A2, CYP2C9, CYP2C19, CYP2D6,
CYP2E1, and CYP3A4 (37). These families of isoenzymes are well known for many
clinically relevant drug–drug interactions (38–42) and most have rather specific drug
substrates. Many antimicrobials discussed in the present context are metabolized by
either CYP1A2, CYP2C9, CYP2C19, and/or CYP3A4. Table 2 is a current listing of
those antimicrobials known to be metabolized by these isoforms. Phase II metabolism
of some antimicrobials is accomplished by glucuronide conjugation with the uridine
5'-diphospho-glucuronosyltransferase (UGT) family of enzymes. Various isoforms
exist for the UGT family, with each isoform exhibiting substrate specificity for differ-
ent drugs (43,44). The multigene superfamily of human UGT includes more than 24
genes and cDNAs, of which 16 are functional and encode full-length proteins (45,46),
8 are encoded by the UGT1A locus (1A1, 1A3, 1A4, 1A6, 1A7, 1A8, 1A9, 1A10) (47,
48), and 8 are encoded by UGT2 genes (2A1, 2B4, 2B7, 2B10, 2B11, 2B15, 2B17, and
2B28) (49). At the present time, those antimicrobials that are known to form glucuron-
ides have not been characterized for the specific UGT isoform responsible for the trans-
formation. For, example, zidovudine (AZT) is metabolized to its inactive glucuronide
by UGT and this conversion can be inhibited by fluconazole (50), presumably by com-
petitive inhibition. Two other types of Phase II metabolism have been reported but not
fully examined to date, viz, glutathione conjugation with activated sulfonamides (51,52)
and N-acetylation of amantadine (53,54).

From a number of studies, information is available on which CYP family a partic-
ular therapeutic drug is a substrate. For example, tolbutamide, an oral hypoglycemic
drug which is structurally similar to the sulfonamides, is known to be a substrate for
CYP2C9 producing hydroxytolbutamide as the metabolite (55). Thus, it would be rea-

Table 2
Cytochrome Isoforms Metabolizing Antimicrobials

Antimicrobial
Chemical Structure Cytochrome (CYP) Isoform Responsible for Metabolism

Azoles 2C9, 2C19 (fluconazole)
Macrolides 3A4
Rifamycins 2C9, 2C19, 3A4 (rifampicin an inducer)
Quinolones 1A2
Sulfonamides 2C9
Pyridine nucleotides 1A2, 3A4 (zidovudine)

3A4 (nevirapine, saquinavir, indinavir, ritonavir, nelfinavir)
3A4 (efavirenz an inducer)
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sonable to expect that coadministration of a sulfonamide and tolbutamide might alter
the metabolic degradation of the latter due to competitive inhibition of CYP2C9. This
has been demonstrated both in vivo (56) and in vitro (57). In the former study, the area
under the curve (AUC) for tolbutamide was increased fivefold when coadministered
with sulfaphenazole, a sulfonamide used in tuberculosis. In the latter study, sulfaphena-
zole was shown to possess the greatest inhibition of tolbutamide in human liver CYP2C9
followed by sulfadiazine, sulfamethizole, sulfisoxazole, and sulfamethoxazole.

CYP2C9 is involved mostly in metabolism of polar acidic drugs (58) and is compe-
titively inhibited by the sulfonamides listed above, tolbutamide, nonsteroidal antiinflam-
matory drugs (59,60), COX-2 inhibitors (61,62), phenytoin, selective serotonin reuptake
inhibitors (SSRIs), (63), and warfarin (64). The other major cytochrome family respon-
sible for antimicrobial metabolism, CYP3A4, is responsible for metabolism of about
50% of all therapeutic agents (65). Both CYP2C9 and CYP3A4 are found in human
liver and intestine (66), but evidence to date indicates that CYP3A4 is the predominant
form present in intestine and is inducible with rifampin (67). Because each cytochrome
family has many different therapeutic drugs as substrates, there exists the potential for
administration of an antimicrobial to affect the metabolism of a concurrently adminis-
tered therapeutic agent by competitive inhibition that may result in one of the following:

1. Increasing therapeutic drug concentration.
2. Decreasing therapeutic drug concentration.
3. Increasing antimicrobial concentration.
4. Decreasing antimicrobial concentration.

In instances 1 and 2, the severity of the observed effect will depend upon the ther-
apeutic index of the drug. For example, if the therapeutic drug has a very small therapeu-
tic to toxic ratio, the coadministration of an antimicrobial drug may have a deleterious
effect if both are metabolized by the same cytochrome isoenzyme system. This nar-
row range of toxic to therapeutic ratio was brought to light with the prokinetic agent,
cisapride, used for the treatment of gastrointestinal disorders, particularly gastroesoph-
ageal reflux in adults and children. Cisapride is metabolized by CYP3A4 (68). Coadmin-
istration with the macrolide antibiotics produced potentially fatal arrhythmias (69–71).
This was shown to be due to an increase of unmetabolized cisapride due to competi-
tion between the macrolide antibiotic and cisapride for the CYP3A4 isozyme.

A similar situation was discovered when the antifungal drug, ketoconazole, was
ingested concurrently with the nonsedating antihistamine, terfenadine. Fatal cardiac
arrhythmias occurred (72) and were found to be due to a competition for CYP3A4
metabolism wherein terfenadine’s metabolism was blocked (73). This increase in ter-
fenadine concentration unmasked its ability to block fast potassium channels in the
heart resulting in cardiac conduction delays (74).

Though many examples could be cited concerning alterations of a therapeutic
drug’s effect when coadministered with an antimicrobial agent, examination of cyclo-
sporine will be instructive and illustrate the clinical problem (75). Cyclosporine, a com-
mon immunosuppressive drug, is administered after human organ transplants. Rifampicin
decreases cyclosporine blood concentrations below the limit of detection of many
assays, whereas erythromycin and ketoconazole increase its concentration. Similarly,
sulfadimidine and trimethoprim have been reported to increase cyclosporine levels.
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Other macrolide antibiotics and azole antifungal agents as well as fluoroquinolones
increase cyclosporine levels. Obviously, concomitant use of these antimicrobial agents
with cyclosporine would require adjustment of the cyclosporine dose to achieve opti-
mal immunosuppression.

In some cases, two different classes of antimicrobial agents might be concurrently
administered. For example, in the treatment of TB sometimes two different rifamycins
may be coadministered with a macrolide. This can be illustrated by rifampicin and rifa-
butin, both of which are inducers of CYP3A4, decreasing the blood level of clarithro-
mycin (a macrolide antibiotic), which is also metabolized by CPY3A4 (76).

Erythromycin has been suggested as a probe to determine the extent of CYP3A4
activity in an individual. The underlying concept is that a person’s CYP3A4 activity
could be determined and used as a predictor of potential drug interactions, since
CYP3A4 has such a prominent role in the metabolism of drugs. In the so-called erythro-
mycin breath test (77), a subject is administered 14C-N-methyl-erythromycin (3µCi)
intravenously. The radiolabeled CO2 from N-demethylation mediated by CYP3A4 is
determined in subsequent breath samples. Although this test has been widely explored,
it has been found that oral probes will augment the information obtained by intrave-
nous labeled erythromycin since CYP3A4 is also found in intestinal epithelium. The
benzodiazepine, midazolam, is often used for this test (78,79). An interesting use of the
erythromycin breath test has been to investigate variations in CYP3A4 metabolism in
HIV patients (80). This study suggested that HIV patients had greater variability in
hepatic activity of CYP3A4 and this may explain the variations often seen in the plasma
concentrations of protease inhibitors like indinavir.

3.5. Elimination of Antimicrobials
Antimicrobials are eliminated from the body by a variety of pathways including

excretion into the urine, bile, sweat, milk, and feces depending upon their physico-
chemical properties. Renal elimination occurs for many of the antimicrobials by several
mechanisms, viz, glomerular or tubular, but there also exists a possibility of passive
reabsorption occurring in the proximal tubule. If the antimicrobial is not bound to blood
proteins, it can be effectively removed by glomerular filtration that is facilitated using
passive diffusion of the unionized drug with a molecular size less than that of proteins.
In general, the rate of clearance of the glomerulus is about 120 mL/min; therefore, if
the observed clearance of the antimicrobial is greater than 120 mL/min, a combination
of glomeruli and tubular excretion must be occurring. If the antimicrobial is ionized at
physiological pH, it could be excreted by an active transport system in either the prox-
imal or distal tubule. Examples of antimicrobials excreted by both passive glomerular
and active proximal tubular secretion are the penicillins and cephalosporins. For exam-
ple, penicillin G has a renal clearance rate of >200 mL/min and approximates that of
plasma flow since both passive and active renal transport is occurring. Probenecid will
effectively compete with penicillin G for active transport in the tubule and results in an
increased blood level of penicillin G and a prolonged half-life. In a similar way, many
of the pyridine nucleotides antimicrobials, such as acyclovir, ganciclovir, and zido-
vudine, are actively transported in the renal tubule (81). As an example, valaciclovir, a
prodrug form of acyclovir, has its renal excretion altered by coadministration of either
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cimetidine or probenecid, the former most likely due to inhibition of liver CYP3A4
and the latter due to competition for active tubular excretion (82).

4. ANTIMICROBIAL METABOLISM IN THE MICROBE

Metabolism of antimicrobials, as noted above, may occur in both host (patient)
and microorganism. The microbial metabolism may be beneficial to the microorganism
by rendering the toxic drug harmless to the microorganism or detrimental by incorporat-
ing the drug into the respiratory, metabolic, or structural pathways of the microorgan-
ism, so bringing about its ultimate demise. An example of the former is the production
of beta-lactamase by bacteria that opens the �-lactam ring of penicillins and cephalo-
sporins and produces an inactive antibiotic. The latter type of microbial metabolism is
summarized in Table 1 where antimicrobial agents cause inhibition of growth or anti-
microbial cell death by a variety of incorporation mechanisms.

To prevent the microorganism from metabolizing the �-lactam antimicrobial, a
�-lactamase inhibitor, such as clavulanic acid, sulbactam, or tazobactam can be coad-
ministered. In general, the observed antimicrobial action is greater than if the �-lactam
antimicrobial was given as a single agent. Some examples are ampicillin-sulbactam,
ticarcillin-clavulanate, amoxicillin-clavulanate, and piperacillin-tazobactam (83).

5. DRUG INTERACTIONS

Psychotropic drugs are known to have many varied interactions with antimicro-
bial agents (84,85). Several examples with the antifungal agent, itraconazole, a known
inhibitor of CYP3A4, will be utilized as an example. Haloperidol plasma concentra-
tions were increased in schizophrenic patients concurrently treated with itraconazole
(86). The resultant increase in plasma concentrations produced significant neurologi-
cal side effects. The increase in plasma concentration of alprazolam during concurrent
administration of itraconazole produced significantly depressed psychomotor function
in test subjects (87).

Psychotropic drugs are often used in the pharmacological treatment of emotional
disorders of HIV-infected patients. Such patients may also be receiving antidepressant,
antifungal, antiviral, and protease inhibitor drugs. For example, in vitro CYP3A4 metab-
olism of the antidepressant trazodone suggested that biotransformation to its major metab-
olite, meta-chlorophenylpiperazine, was inhibited by the antifungal, ketoconazole, as
well as the protease inhibitors ritonavir and indinavir (88).

Multidrug antiviral regimens are typically used to treat HIV-infected patients in
addition to the antibiotics and therapeutic drugs discussed above. For example, a patient
is often treated with one or more nucleoside reverse transcriptase inhibitors (zidovudine,
didanosine, zalcitabine, lamivudine, or abacavir) and a protease inhibitor (saquinavir,
ritonavir, indinavir, nelfinavir, or amprenavir) or alternately with two nucleoside reverse
transcriptase inhibitors and a nonnucleoside reverse transcriptase inhibitor (nevirapine,
delavirdine, or efavirenz) (89). The protease inhibitors are metabolized by CYP3A4
and several of the reverse transcriptase inhibitors are inducers of various cytochromes,
including CYP3A4. Therefore combinations of antiviral drugs have the potential for
drug interactions. Inhibition of CYP3A4 may sometimes be an advantage. For exam-
ple, higher plasma levels of the HIV protease inhibitor, saquinavir, which is metabo-
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lized by CYP3A4, can be achieved by combining the drug with CYP3A4 inhibitors
like ritonavir or ketconazole (90). But conversely, it cannot be coadministered with
therapeutic agents that are likewise metabolized by CYP3A4, such as terfenadine or
cisapride.

The widespread use of drugs for gastrointestinal disorders, such as antacids and
H2 histamine receptor-blocking agents such as ranitidine, have been reported to alter
the bioavailability of many antimicrobials (91,92). The prokinetic agent cisapride is
an example of a therapeutic drug used to treat gastrointestinal disorders. Due to com-
petition for CYP3A4 with other concomitantly administered drugs, toxic effects could
be unmasked. Such interactions are potentially harmful to the patient. In one study,
interaction between erthyromycin and cisapride produced prolongation of the QT inter-
val and clinically cardiac arrhythmias were observed. Other antimicrobials such as flu-
conazole or miconazole did not produce QT elongation when administered with cisapride
(93). Because the azole antifungal agents are inhibitors of CYP3A4, their concurrent
use with cisapride is not recommended (74).

The HCG-CoA reductase inhibitors commonly used to block cholesterol biosyn-
thesis are metabolized by CYP3A4. Therefore, their concurrent use with the antimicro-
bials that are also metabolized by CYP3A4 should be avoided (94).

Information is now being published that the drug sildenafil (Viagra) is predomi-
nately metabolized by CYP3A4 (95). Therefore, any other drug that is metabolized by
CYP3A4, including the antimicrobials discussed above, has the potential to impair silde-
nafil biotransformation.

6. HERBAL AND NATURAL PRODUCT INTERACTIONS

Many patients using antimicrobials may also use over-the-counter herbal prepa-
rations to augment their health needs. Even though use of herbal products has become
widespread in recent years, there is little scientific information available on how these
substances affect prescribed and over-the-counter drugs. Early reports indicate that
the herbal products may either induce CYP3A4 or be metabolized by this isoenzyme
and hence have the potential to inhibit the metabolism of drugs. For example, the naph-
todiantrons found in St. John’s wort appear to induce CYP3A4 and would therefore
have the potential to decrease the blood concentrations of any antimicrobial also metab-
olized by CYP3A4. However, this flavonoid constitutes only about 0.1–0.5% of the
St. John’s wort (96). Thus the contribution to clinical inhibition would be questionable
but not unexpected depending upon the method of manufacturing the herbal prepara-
tion. Using midazolam as the probe for CYP3A4, one group has suggested that this herb
when ingested in the dose recommended for depression is unlikely to inhibit CYP3A4
activity (97). However, another study has demonstrated that using only one probe for
CYP3A4 activity may not give a true picture of metabolism in a patient (98).

Recently, it has been found that garlic supplements interact with some antiretro-
viral medications. In one study (99), the area under the serum concentration curve for
saquinavir was decreased approximately 51% when concurrently used with a garlic supple-
ment. Such a drop in serum levels was sufficient to cause treatment failures.

A common natural product interference is between endogenous constituents of
grapefruit juice and antimicrobials. A number of flavones have been demonstrated to
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be present in grapefruit juice. For example, kaempferol, naringenin, and quercetin are
three such flavones and all are metabolized by CYP3A4 (100,101). The bioavailability
of erythromycin has been shown to increase as a result of the inhibitor effect of grape-
fruit juice on intestinal CYP3A4 (43). Similar results have been demonstrated with
saquinavir and amprenavir (44). Several investigators have shown that the inhibitor
effect of grapefruit juice occurs only with the oral dose and not an intravenous dose of
the therapeutic drug (46,47,70). Such information suggests that inhibition of CYP3A4
occurs in the gastrointestinal tract as opposed to the liver. Thus the increase in the
observed bioavailability of the studied antimicrobials apparently is due to reduced
metabolism of the parent drugs in the gastrointestinal tract. Similar results would be
anticipated with any orally administered microbial that is metabolized by CYP3A4
and to a lesser extent by those metabolized by CYP2C9. This is because the flavanoids
found in grapefruit juice seem to be more selective to inhibiting CYP3A4 than CYP2C9
(73). There may also be some selectivity of inhibition based upon the particular fla-
vones studied. For example, Obach (71) has examined some individual flavones found
in grapefruit juice, viz, hyperforin, I3,II8-biapigenin, hypericin, and quercetin for their
inhibition of CYP2C9, CYP3A4, and several other cytochromes. The biflavone, I3,II-
8-biapigenin, demonstrated the greatest potency toward CYP2C9 and CYP3A4.

7. ASSAYS FOR ANTIMICROBIALS

A variety of assays are available both for determining the sensitivity of a strain
of bacteria to antibiotic susceptibility as well as for determining the level of the anti-
microbial in a physiological fluid. The earliest antibiotic assays evolved from attempts
to qualitatively demonstrate antimicrobial activity in biological fluids (102). For clinical
purposes there are two distinct requirements. First, there is a need to know if a bacte-
rium is sensitive or resistant to the proposed antibiotic treatment. This type of assay has
been a mainstay of clinical laboratories for a number of years. The patient’s blood or
urine is cultured on agar plates along with various antibiotic standards and controls.
Replication of the bacteria would be an indication of resistance to the proposed antibi-
otic treatment whereas inhibition of growth would indicate sensitivity (103). For those
antimicrobials with a narrow therapeutic index, blood level monitoring is advisable.

Commercially available immunoassays exist for some antimicrobials, such as the
aminoglycosides. The aminoglycosides have also been analyzed by chromatographic
methods (104–108). The macrolide antibiotics, because of their large molecular size,
lend themselves to analysis with high-performance liquid chromatography (HPLC) with
either electrochemical or ultraviolet detection. Erythromycin propionyl ester and its
free base (109–112), clarithromycin (113), and its biological active hydroxy metabolite
may all be determined in biological fluids using HPLC. Chromatographic methods have
been utilized for analysis of many of the antivirals (114–119).

8. IMPLICATIONS FOR TOXICOLOGICAL AND FORENSIC INVESTIGATIONS

Antimicrobials are inherently nontoxic agents. However, as the foregoing discus-
sion indicates, when combined with a variety of therapeutic drugs, some potentially toxic
and even fatal effects are possible. This is largely due to the fact that most antimicro-
bials are metabolized by CYP3A4 isoenzymes that also metabolize over 50% of all
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therapeutic drugs. When competition for the saturable CYP3A4 occurs, toxic effects
of the therapeutic drug, effects not usually seen when given alone, are unmasked.
Most toxicology and forensic laboratories do not normally analyze for the antimicro-
bial drugs in general toxicology screens. The main reason is that separate and distinct
assays are required for most members of this group. Many antimicrobials have their
origin from natural sources and hence are large complex molecules not readily lending
themselves to most toxicological and forensic analytical methods. However, when
investigative or medical records indicate that a toxic or presumed toxic event fol-
lowed a combination of a therapeutic and antimicrobial drug, there must be careful
consideration of the toxic effect of the therapeutic agent due to competition by the
antimicrobial for CYP3A4. Some suspicion may already be raised with an elevation
of the concentration of the therapeutic drug in the biological fluid. However, the inter-
pretation of the reason for the elevated level might be incorrect if it is assumed a priori
that the patient or decedent has taken an overdose of the therapeutic drug.
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1. INTRODUCTION AND OVERVIEW OF AIDS TREATMENT

The last decade has seen a combination of astounding successes and continuing

challenges in the field of HIV treatment. The death rate as a result of AIDS in the United

States has decreased significantly and consistently since 1996, because of current ther-

apies (1). Unfortunately, the successes witnessed in the developed world have not been

matched in the developing world where new treatments have generally not been avail-

able, such as in sub-Saharan Africa where over 20 million persons are believed to be

infected with HIV. The decline in AIDS mortality in the United States has been seen in

all racial/ethnic groups and both genders (1). Declining mortality has not been accom-

panied by decreases in incidence of HIV infection, however, so that the overall preva-

lence of HIV infection continues to rise. This is especially true for African Americans

and for women, who have faster rising rates of HIV infection. Even with the dramati-

cally increasing numbers of HIV-infected women, the incidence of HIV infection in

newborns continues to fall as a result of effective antiretroviral treatment of pregnant

HIV-infected women to prevent transmission to their babies.

Successful treatment of HIV infection, however, is now increasingly appreciated

to have unanticipated adverse effects as well. These include some long-term toxicities

of the medications, and interactions both between the medications and between the

HIV medications and other medications that a person may be taking. As persons living

with HIV continue to live longer, they run a higher risk of needing treatment for other

common medical conditions whose prevalence increases with age, and consequently

the likelihood of drug interactions will also increase.
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Treatment for HIV infection and AIDS involves two broad areas (2). The first is

the use of medications to prevent or treat the opportunistic infections that may occur

as a result of the immune system being compromised by HIV infection. Consensus

guidelines for primary and secondary prophylaxis of opportunistic infections are avail-

able on the Internet (3). The most commonly used medications for opportunistic infec-

tion prophylaxis include trimethoprim-sulfamethoxazole, dapsone, and azithromycin.

Many others also may be used for treatment or prophylaxis of infections. The most impor-

tant for our purposes here include clarithromycin, the antimycobacterials rifampin

and rifabutin, the antifungals fluconazole, itraconazole, and ketoconazole, the antipara-

sitic atovaquone, and the antiviral ganciclovir. Drug interactions can be especially prob-

lematic when treating tuberculosis coincident with HIV (4).

The major thrust of medical management of HIV infection now is actual treatment

of the HIV infection itself with antiretroviral medications. A detailed description of

antiretroviral therapy can be found in recent guidelines (5). Whereas diagnostic testing

for HIV infection depends on the demonstration of HIV antibody by enzyme-linked

immunosorbent assay and confirmatory Western blot testing, monitoring of HIV treat-

ment depends on following levels of HIV virus by quantitative polymerase chain reac-

tion for viral RNA. With use of an appropriate combination of antiretrovirals, and strict

adherence to the regimen, the majority of patients can achieve reductions in plasma

HIV viral load to levels below the level of detection of current assays (<50 copies/mL).

Successful treatment for HIV always involves a regimen of multiple different medica-

tions, because of the ease with which HIV can develop resistance to regimens of only a

single or even two active drugs. Thus persons being treated for HIV are always on a mul-

tiple medication regimen, and the potential for drug interactions is always present (6,7).

Antiretroviral drugs presently available can be divided into three general classes:

nucleoside analog reverse transcriptase inhibitors, nonnucleoside reverse transcriptase

inhibitors, and protease inhibitors. Currently available nucleoside analogs (and their

brand names) include zidovudine (Retrovir), didanosine (Videx), zalcitabine (Hivid),

stavudine (Zerit), lamivudine (Epivir), abacavir (Ziagen), and tenofovir (Viread). Strictly

speaking, tenofovir is a nucleotide analog, since it has already undergone the first of three

phosphorylations required for activation of the nucleosides. Also available are combi-

nations of zidovudine and lamivudine together (Combivir) and zidovudine, lamivudine,

and abacavir together (Trizivir). Available nonnucleoside reverse transcriptase inhibi-

tors are nevirapine (Viramune), delaviridine (Rescriptor), and efavirenz (Sustiva). Pro-

tease inhibitors include saquinavir (Invirase, Fortovase), ritonavir (Norvir), indinavir (Crix-

ivan), nelfinavir (Viracept), amprenavir (Agenerase), and ritonavir/lopinavir (Kaletra).

For a patient starting out with a totally susceptible virus, many different drug

combination regimens have been shown to be similarly effective. Choosing the combi-

nation of specific drugs for treatment of a specific patient is an individualized decision

that depends on many factors, including the patient’s baseline viral load and immune

status, results of resistance testing of the patient’s viral isolate, other medical conditions

or medications, the number of doses/day and the number of pills/dose the patient is able

and willing to comply with, anticipated adverse effects, and known or expected anti-

viral synergistic or antagonistic effects. The most commonly used regimens for treat-

ing HIV involve a combination of two nucleoside analogs with either a nonnucleoside

reverse transcriptase inhibitor or a protease inhibitor (see Table 1). For example, com-
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monly used initial treatment regimens typically combine either zidovudine/lamivudine

(Combivir) or stavudine and lamivudine, with either efavirenz, or nelfinavir, or ritonavir/

lopinavir (Kaletra). The last is a medication that combines the protease inhibitors rito-

navir and lopinavir inside the same capsule, actually taking advantage of the interaction

of the two drugs to simplify dosing. Indeed the use of ritonavir as a “booster” to enhance

levels of other drugs is now common in the management of HIV infection (8).

2. MECHANISMS OF PHARMACOKINETIC INTERACTIONS

Interactions among drugs used in the treatment of HIV and AIDS are due to a

variety of mechanisms (6,8). Moreover, for some drugs, interactions may be effected

through more than one pathway. Also, some drugs have active metabolites, so that changes

in metabolism of the parent drug may not be associated with the same magnitude of

change in drug activity. Finally, because of the sometimes multiple and often not yet

clearly elucidated ways that drugs can interact, predicting the outcome of a drug inter-

action in humans based on in vitro or animal model data can be problematic. This is

especially true if trying to predict the effect of interactions between three or more

drugs, based on data from two-way interactions, as is often the case in management of

patients with AIDS.

The vast majority of drug interactions in HIV/AIDS are due to effects on the hepa-

tic cytochrome P450 system, and especially the CYP3A4 isoenzyme (9). All of the cur-

rently available protease inhibitors and nonnucleoside reverse transcriptase inhibitors

are metabolized through this system, as are many of the drugs used for prophylaxis or

treatment of HIV-associated opportunistic infections. In addition to being substrates

for these enzymes, most of these drugs also result in inhibition or induction (or even

both) of one or more of the P450 isoenzymes (6,9). Some drugs such as rifampin, rifa-

butin, nevirapine, and efavirenz are primarily inducers of the P450 system and tend

to thus increase the metabolism of other drugs, thereby lowering their levels. Other

Table 1
Recommended Regimens for Initial Therapy of HIV Infection (5)

Column A Column B

Strongly recommended choices Zidovudine + Lamivudine Efavirenz

Stavudine + Lamivudine Nelfinavir

Zidovudine + Didanosine Indinavir

Stavudine + Didanosine Ritonavir + Lopinavir

Ritonavir + Indinavir

Ritonavir + Saquinavir

Recommended as alternatives only Zidovudine + Zalcitabine Abacavir

Nevirapine

Delaviridine

Ritonavir

Saquinavir

Nelfinavir + Saquinavir

Recommended regimens include one choice from Column A combined with one choice from
Column B.
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drugs, such as delaviridine, indinavir, saquinavir, itraconazole, and clarithromycin, are

primarily inhibitors of this pathway and so usually increase levels of other drugs metabo-

lized by the same enzyme. Finally, some drugs, such as ritonavir, nelfinavir, and ampre-

navir, have more complicated effects, being inhibitors of certain isoenzymes and inducers

of others. These drugs thus raise levels of some coadministered drugs and decrease

levels of others. In fact, the same drug may actually be both an inducer and an inhibitor

of the same isoenzyme, making its effects on the metabolism of another drug depen-

dent on the time frame of its administration and whether steady state has been achieved.

Obviously the effects of such an interaction can be very difficult to predict.

Ritonavir is one of the most potent inhibitors of the P450 system yet found, and

is a good example of the complexity of these interactions. It is both a substrate for and

a very potent inhibitor of the CYP3A4 isoenzyme, much more so than delaviridine,

indinavir, nelfinavir, or amprenavir, which are all more potent than saquinavir (10,11).

However, like nevirapine, efavirenz, and the rifamycins, it also induces CYP3A4,

thereby inducing its own metabolism as well as that of other drugs. In addition, it both

inhibits and induces other isoenzymes such as CYP2C19 and 2D6, and so may inter-

act with a wide variety of drugs metabolized through any of these pathways (12).

Two other points need to be made regarding the cytochrome P450 system and drug

interactions. The first is that the same enzymes are present in the intestines as well as the

liver, so that the site of cytochrome P450 interaction may be the intestine as the drugs

are being absorbed, and not just the liver (13). Second, these enzymes also metabolize,

and can be induced or inhibited by, a wide variety of other substances besides those

traditionally thought of as drugs. For example, many “natural” supplements or herbal

medications such as St. John’s wort, garlic supplements, and even grapefruit juice have

significant effects on intestinal or hepatic cytochrome P450 system enzymes, and con-

sequently on the pharmacokinetics of some antiretrovirals (14–16).

But although the P450 system is the primary means of drug interactions in HIV/

AIDS, there are several other possible pathways. The P-glycoprotein multidrug trans-

porter is a membrane protein, which acts as an efflux transporter for a number of drugs

and other molecules and is present in intestinal mucosa as well as several other sites

in the body. It is increasingly being recognized as playing an important role in drug

kinetics and distribution, and as a common pathway for potential drug interactions.

For example, changes in activity of intestinal P-glycoprotein can result in changes of

blood levels of orally administered drugs. Protease inhibitors and other drugs such as

rifampin that have effects on the P450 system may also be substrates for, or inhibitors

or inducers of, the P-glycoprotein pathway (17,18).

Glucuronidation is another pathway for metabolism of some drugs including

digoxin, zidovudine, and the estrogens in oral contraceptives. The enzyme responsi-

ble, glucuronyl-transferase, can be increased by rifampin and by certain protease inhib-

itors such as ritonavir and nelfinavir, which could lead to reduced levels of other drugs

metabolized through this pathway (19,20). Changes in absorption of a drug can also

result from changes in gastric pH (and thereby solubility) caused by another drug, or

from actual chelation inside the gastrointestinal tract by the other drug (21,22). The

nucleoside analog antiretrovirals require activation by phosphorylation before they

can inhibit HIV reverse transcriptase. Depending on their base, they may compete for

the same phosphorylation enzyme and thus may competitively inhibit the activation
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of each other. For example, the combination of zidovudine and stavudine is actually

antagonistic for this reason (23). Finally, though it is uncommon for the drugs that are

the subject of this chapter, one drug may reduce the renal clearance of another, thereby

increasing its blood levels (24).

3. SPECIFIC PHARMACOKINETIC INTERACTIONS

Specific interactions for drugs used in the management of HIV infection and AIDS

are listed in Table 2. Included are the currently available antiretrovirals that have drug

interactions, and the most significant drugs used for prevention or treatment of oppor-

tunistic infections. Listed for each drug are affected drugs according to the direction

of the effect, with reference numbers.

4. PHARMACODYNAMIC INTERACTIONS

In addition to the aforementioned interactions, where one drug affects the con-

centration of another, drugs may interact by modifying the effect of another without

at all changing its concentration (6,7). A prime example of this relevant to HIV treat-

ment is also one of the most basic principles of successful antiretroviral therapy, namely

the use of combination therapy. By appropriately combining different antiretroviral drugs,

we achieve additive, or in some cases synergistic, anti-HIV activity (2,5). It is important

to note, however, that this is not an automatic result of combining just any two drugs.

Some combinations of drugs do not provide additive activity, and some may in fact even

be antagonistic. For example, both the combination of zidovudine and stavudine, and

the combination of indinavir and saquinavir, have been shown to be antagonistic (23,86).

Hydroxyurea has no direct antiviral activity on its own. It does, however, inhibit

cellular ribonucleotide reductase activity, thereby decreasing intracellular levels of the

deoxynucleoside triphosphates that are required for reverse transcription of the viral

genome, and theoretically enhancing the activity of nucleoside analog reverse transcrip-

tase inhibitors, especially didanosine. Hydroxyurea used to be given along with dida-

nosine to potentiate its antiviral activity (87). This practice is no longer recommended

because it also resulted in increased toxicity, including increased risks of cytopenias,

hepatitis, and episodes of fatal pancreatitis (5,88,89).

Pharmacodynamic interactions often result in additive toxicity of medications

when drugs that have overlapping adverse effects are used together. This is especially

seen with toxicities that are related to total dose or duration of the offending agents,

such as bone marrow toxicity or chronic peripheral neuropathy. For example, rates of

anemia and neutropenia are increased when zidovudine is used concurrently with gan-

ciclovir or sulfonamides, and an unacceptably high rate of peripheral neuropathy pre-

cludes the combination of zalcitabine with either stavudine or didanosine (2,7,90–92).

Nucleoside analogs, especially stavudine, have been associated with mitochondrial dys-

function and a rare syndrome of lactic acidosis and hepatic steatosis, which can be life

threatening (93–95). This syndrome appears to be more common when multiple nucleo-

side analogs are used together, and the combination of stavudine and didanosine may

be particularly problematic, especially in pregnant women (96,97). Other examples of

additive toxicities involving drugs used in the management of HIV/AIDS are listed in

Table 3.
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Table 2
Specific Pharmacokinetic Drug Interactions

with Drugs Used in the Management of HIV/AIDS

Drug
Generic (Trade) Names Increases Levels of Decreases Levels of

Amprenavir (Agenerase) Astemizole (5) Delaviridine (25)
Atorvastatin (5) Indinavir (26)
Bepridil (5) Methadone (27)
Cisapride (5)
Ergotamines (5)
Ketoconazole (5)
Lovastatin (5)
Midazolam (5)
Rifabutin (5)
Sildenafil (5)
Simvastatin (5)
Terfenadine (5)
Triazolam (5)

Atovaquone (Mepron) Zidovudine (28)
Clarithromycin (Biaxin) Astemizole (7)

Cisapride (7)
Delaviridine (2)
Saquinavir (5)
Terfenadine (7)

Delaviridine (Rescriptor) Alprazolam (2)
Amphetamines (2)
Astemizole (5)
Cisapride (5)
Clarithromycin (5)
Dapsone (5)
Ergotamines (5)
Indinavir (29)
Lovastatin (5)
Midazolam (5)
Nelfinavir (5)
Nifedipine (2)
Quinidine (5)
Rifabutin (30)
Ritonavir (5)
Saquinavir (31)
Sildenafil (5)
Simvastatin (5)
Terfenadine (5)
Triazolam (5)
Warfarin (5)

Didanosine (Videx) Ciprofloxacin (21)
Dapsone (32)
Delaviridine (33)
Ethambutol (4)
Indinavir (6)
Itraconazole (34)
Ketoconazole (35)
Tetracycline (2)
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Table 2 (continued)

Drug
Generic (Trade) Names Increases Levels of Decreases Levels of

Efavirenz (Sustiva) Astemizole (5) Amprenavir (39,40)
Buproprion (36) Clarithromycin (3,5)
Cisapride (5) Indinavir (41)
Ergotamines (5) Lopinavir (6)
Midazolam (5) Methadone (27)
Nelfinavir (37) Oral contraceptives (5)
Ritonavir (38) Rifabutin (42)
Terfenadine (5) Saquinavir (6,43)
Triazolam (5) Warfarin (5)

Fluconazole (Diflucan) Astemizole (7)
Cisapride (7)
Methadone (27)
Rifabutin (44)
Terfendadine (7)
Triazolam (45)
Warfarin (46)
Zidovudine (47)

Ganciclovir (Cytovene) Didanosine (7)
Indinavir (Crixivan) Amprenavir (5)

Astemizole (5)
Atorvastatin (5)
Cisapride (5)
Clarithromycin (5)
Ergotamines (5,48)
Estrogens (5)
Ketoconazole (5)
Lovastatin (5)
Midazolam (5)
Nelfinavir (5)
Rifabutin (49)
Saquinavir (5)
Sildenafil (5,50)
Simvastatin (5)
Terfenadine (5)
Triazolam (5)

Itraconazole (Sporanox) Amprenavir (6)
Astemizole (7)
Cisapride (7)
Cyclosporine (51)
Digoxin (51)
Indinavir (6)
Midazolam (7)
Nelfinavir (6)
Rifabutin (7)
Saquinavir (6)
Terfendadine (7)
Tolbutamide (51)
Triazolam (7)
Warfarin (51)

(continued)
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Table 2 (continued )

Drug
Generic (Trade) Names Increases Levels of Decreases Levels of

Ketoconazole Amprenavir (5)
Astemizole (7)
Cisapride (7)
Indinavir (5)
Midazolam (7)
Nelfinavir (6)
Nevirapine (5)
Saquinavir (5)
Terfenadine (7)
Triazolam (7)

Lopinavir/ritonavir (Kaletra) Saquinavir (26) Amprenavir (26)
See ritonavir Ritonavir (26)

See ritonavir
Nelfinavir (Viracept) Amprenavir (26) Delaviridine (53)

Astemizole (5) Methadone (27)
Atorvastatin (5) Oral contraceptives (20)
Buproprion (36) Phenytoin (54)
Cisapride (5)
Ergotamines (5)
Indinavir (26)
Ketoconazole (5)
Lovastatin (5)
Midazolam (5)
Rifabutin (52)
Saquinavir (5)
Sildenafil (5)
Simvastatin (5)
Terfenadine (5)
Triazolam (2)

Nevirapine (Viramune) Clarithromycin (5)
Efavirenz (26)
Indinavir (55)
Ketoconazole (5)
Lopinavir (5,26)
Methadone (27,56)
Nelfinavir (2)
Oral contraceptives (5)
Rifabutin (2)
Rifampin (2)
Saquinavir (57)

Rifabutin (Mycobutin) Amprenavir (58,59)
Clarithromycin (7)
Delaviridine (30)
Efavirenz (3)
Indinavir (49,60)
Nelfinavir (52)
Nevirapine (4)
Saquinavir (61–63)
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Table 2 (continued )

Drug
Generic (Trade) Names Increases Levels of Decreases Levels of

Rifampin Amprenavir (5,64)
Atovaquone (3)
Clarithromycin (7)
Delaviridine (5,63)
Efavirenz (5,65)
Indinavir (5,64)
Lopinavir (5)
Methadone (27)
Midazolam (7)
Nelfinavir (5,64)
Nevirapine (5,66)
Ritonavir (5,63,64)
Saquinavir (5,62,64,67)
Triazolam (7)
Warfarin (7)
Zidovudine (68)

Ritonavir (Norvir, also in Kaletra) Alprazolam (6,69) Alprazolam (6,69)
Amiodarone (5) Atovaquone (5)
Amitriptyline (2) Divaproex (5)
Amprenavir (5,70) Lamotrigine (5)
Astemizole (5) Methadone (5,27)
Atorvastatin (5,6) Morphine (2)
Bepridil (5) Naproxen (2)
Buproprion (36) Oral contraceptives (19)
Cisapride (5) Phenytoin (5,6,78)
Clarithromycin (3,7) Theophylline (5,83)
Clozapine (5) Warfarin (5,84)
Desipramine (5)
Efavirenz (5)
Ergotamines (5,71)
Fentanyl (7)
Flecainide (5)
Fluoxetine (72)
Indinavir (5,73,74)
Ketoconazole (5)
Lopinavir (5)
Lovastatin (5)
MDMA (75)
Meperidine (7)
Midazolam (5)
Nelfinavir (5,76,77)
Phenytoin (6,78)
Pimozide (2)
Pravastatin (6)
Propafenone (5)
Propoxyphene (7)
Quinidine (5)
Rifabutin (3,63,64,79)

(continued)
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Table 2 (continued )

Drug
Generic (Trade) Names Increases Levels of Decreases Levels of

Ritonavir (Norvir, also in Kaletra) Saquinavir (5,43,80,81)
(continued) Sildenafil (5,82)

Simvastatin (5,6)
Terfenadine (5)
Triazolam (5)

Saquinavir (Fortovase, Invirase) Astemizole (5) Amprenavir (26)
Cisapride (5)
Clarithromycin (5)
Ergotamines (5)
Ketoconazole (5)
Lovastatin (5)
Midazolam (5)
Rifabutin (5,26)
Sildenafil (5,82)
Simvastatin (5)
Terfenadine (5)

Stavudine (Zerit) Zidovudine (23)
Tenofovir (Viread) Didanosine (85)
Trimethoprim-sulfamethoxazole Lamivudine (24)
Zidovudine (Retrovir, also in Stavudine (23)
   Combivir, Trizivir)

Table 3
Drugs with Overlapping/Additive Toxicities,

Grouped According to Organ System Affected (2,5–7)a

Bone Marrow Peripheral Neuropathy Hepatic

Zidovudine Stavudine Any antiretroviral, but
Sulfonamides Didanosine especially nevirapine,
Dapsone Zalcitabine ritonavir, NRTIs
Ganciclovir Isoniazid Rifamycins
Pyrimethamine Metronidazole Isoniazid
5-FU Alcohol Pyrazinamide
Hydroxyurea Vincristine Sulfonamides
cytotoxic chemotherapy cis-Platinum Azole antifungals

Phenytoin Hydroxyurea

Pancreatitis Renal Gastrointestinal

Didanosine Indinavir All antiretrovirals,
Zalcitabine Amphotericin especially PIs
Stavudine Pentamidine Macrolides
Pentamidine Foscarnet Rifamycins
Alcohol Aminoglycosides
Hydroxyurea
Valproic acid

aNRTIs denotes nucleoside analog reverse transcriptase inhibitors; PIs denotes protease inhibitors.
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INTERNET RESOURCES

The field of management of HIV/AIDS is a rapidly changing one, with new drugs

continually being developed. Keeping up with all of the new information in the field,

including new data on potential drug interactions, is a challenge. In addition to the

references at the end of this chapter, the following Internet sites are recommended:

http://www.aidsinfo.nih.gov

http://www.medscape.com/Home/Topics/AIDS/AIDS.html

http://www.retroconference.org

http://www.hopkins-aids.edu

http://hivinsite.ucsf.edu/InSite

http://www.iapac.org/index.html
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Nonsteroidal antiinflammatory drugs (NSAIDs) can be divided into two major

groups: cyclooxygenase (COX) inhibitors and noncyclooxygenase inhibitors. COX inhib-

itors represent a wide range of therapeutic agents. Non-COX inhibitors represent the

disease-modifying antirheumatic drugs (DMARDs), and the agents used in gout.

Pharmacologically, the term NSAIDs should include both COX inhibitors and non-

COX inhibitors. However, the generic term NSAIDs has come to refer to COX inhibi-

tors only. Thus, to prevent any confusion, and in accordance with the most commonly

utilized terminology, in this chapter, the terms NSAIDs and COX inhibitors will be

used interchangeably.

This chapter discusses various aspects of the pharmacology of NSAIDs, DMARDs,

and the agents used in gout.

1. COX INHIBITORS/NONSTEROIDAL ANTIINFLAMMATORY DRUGS

COX inhibitors are among the most widely used over-the-counter (OTC) therapeu-

tic agents in the world. Other common designations for COX inhibitors are antipyretic
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analgesics, antiinflammatory agents, antiinflammatory analgesics, and to a lesser extent

nonnarcotic analgesics. Although there are several NSAID preparations available on the

market, none of these agents is ideal for controlling or modifying the signs and symptoms

of inflammation. These agents provide only symptomatic relief but do not slow the pro-

gression of the underlying disease. Although these agents are commonly referred to as

NSAIDs, most of them exert not only antiinflammatory effect, but antipyretic and anal-

gesic effects as well. These agents are used to treat mild to moderate pain and elevated

body temperature, arthritis and other inflammatory disorders, as well as gout and hyper-

uricemia. A significant number of NSAIDs are available as OTC medications and are

commonly taken for minor aches and pains.

Although not all NSAIDs are Food and Drug Administration (FDA) approved

for the treatment of rheumatic diseases, most of them are effective in rheumatoid arthri-

tis, osteoarthritis, and localized musculoskeletal syndromes such as sprains, strains,

and lower back pain.

1.1. Functional Classification of NSAIDs

COX enzyme occurs in two isoenzymes, COX-1 and COX-2 (1). COX-1 is a con-

stitutive enzyme expressed in most tissues and in blood platelets. COX-2 is an inducible

enzyme (inducible by cytokines, growth factors, and tumor promoters) and present mainly

in inflammatory cells and is responsible for the production of prostaglandins, which func-

tion as chemical mediators in the inflammatory process. The antiinflammatory effect

of NSAIDs is usually the result of their inhibition of COX-2 whereas their unwanted

effects are primarily the result of their inhibition of COX-1. Investigations conducted

recently by Deininger and colleagues (2) and others have shown that COX-2 positive

cells accumulate in tumor cells, single macrophages, and microglial cells in the imme-

diate surrounding necrotic area (the investigators concluded that further research was

needed to determine whether COX-2 is part of the tumor’s response to necrosis, or if

it is involved in the development of necrosis).

Newer NSAIDs, like celecoxib and rofecoxib, are selective inhibitors of COX-2.

They are approved by the FDA for the treatment of osteoarthritis and/or rheumatoid

arthritis. Generally, NSAIDs are classified according to their selectivity to inhibit COX

(3,4). Those that inhibit both COX-1 and COX-2 are referred to as nonselective COX

inhibitors, whereas the new-generation NSAIDs that selectively inhibit COX-2 are

referred to as COX-2 selective inhibitors (Table 1).

1.2. Chemistry

With the exception of nabumetone, which is a ketone prodrug, all nonselective

COX inhibitors that are available in the United States are weak organic acids. As shown

in Table 1, they are categorized into several classes of compounds. These are: salicylic

acids, acetic acid derivatives, propionic acid derivatives, fenamic acid derivatives, oxi-

cams, para-phenolic acid derivatives, and pyrozalones. This dissimilarity in the chemi-

cal structure of NSAIDs results in a protean spectrum of pharmacokinetic properties.

1.3. Pharmacokinetics

The fact that NSAIDs have wide range of pharmacokinetic properties does not

mean that they do not share common characteristics. For instance, most of these drugs
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Table 1
Cyclooxygenase Inhibitors

Selective
  COX-2

Nonselective Inhibitors Inhibitors

Salicylates

    Acetic  Propionic   Fenamic
Acetylated Nonacetylated      Acid      Acid      Acid Enolic Acids
Salicylates    Salicylates Derivatives Derivatives Derivatives Pyrazalones  (Oxicams) Aminophenols

Aspirin Sodium Indomethacin Ibuprofen Mefenamic Azapropazoneb Piroxicam Phenacetinb Celecoxib

   salicylate

Diflunisal Calcium Sulindac Naproxen Meclofenamic Phenylbutazoneb Meloxicam Acetaminophen Rofecoxib

   salicylate Tolmetin Fenoprofen Flufenamicb Oxyphenbutazoneb Tenoxicamb

Choline Diclofenac Ketoprofen

   salicylate Etodolac Flurbiprofen

Choline Nabumetonea Oxaprozin

   magnesium Ketorolac Tiaprofenb

   salicylate Carprofenb

Magnesium

   salicylate

Salicyl

   salicylate

aProdrug.
bNot available or no longer available in the United States.
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are well absorbed, and food does not substantially change their bioavailability. Addition-

ally, most of these agents are highly protein-bound usually to albumin. Most NSAIDs

are extensively metabolized, some by both phase I and phase II biotransformation reac-

tions, whereas others by phase II conjugation reactions only. CYP3A or CYP2C are

the main cytochrome P450 enzyme families responsible for most of phase I biotransfor-

mation reactions involving NSAIDs. Although some NSAIDS (and their metabolites)

undergo enterohepatic circulation, generally, elimination of NSAIDs occurs primarily

by renal excretion.

1.4. Pharmacodynamics and Their Antiinflammatory Effect

As mentioned above, ecosanoids, particularly prostaglandins, are important chem-

ical mediators that play a major role in the inflammatory process. Inhibiting the bio-

synthesis of these eicosanoids results in the disruption of the biochemical events that

lead to inflammation. The main antiinflammatory effect of NSAIDs is mediated primar-

ily by the inhibition of prostaglandin synthesis. Specifically, NSAIDs inhibit COX, the

enzyme that catalyzes the formation of prostaglandin endoperoxides PGG2 and PGH2

from arachidonic acid. As a result, the synthesis of all prostaglandins derived from these

endoperoxides is inhibited (Fig. 1). This does not mean, however, that COX inhibition

is NSAIDs’ only antiinflammatory mechanism of action; other mechanisms of action

do contribute to the overall antiinflammatory activity of some NSAIDs (5). The leuko-

trienes are major products of the lipoxygenase pathway. Leukotrienes (LT) C4 and D4

are potent bronchoconstrictors and are the primary components of the slow-reacting

Fig. 1. Biosynthetic pathways for eicosanoid synthesis. Some prostaglandins are tissue-
specific. NSAIDs = nonsteroidal anti-inflammatory agents; PGs, prostaglandins; TXA2,
thromboxane A2; HPETE, hydroperoxyeicosatetraenoic acid; LT, leukotriene.
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substance of anaphylaxis that is secreted in asthma and anaphylaxis. Leukotriene B4 is a

potent chemotactic agent for polymorphonuclear leukocytes (PMNs) and macrophages.

Lipoxygenase inhibitors, such as zileuton, and the leukotriene receptor antagonist zafir-

lukast are used to alleviate the symptoms of asthma and anaphylaxis. Such mechanisms

will be discussed with individual agents discussed in this chapter.

1.4.1. Antipyretic Effects of NSAIDs

Control of the body’s temperature occurs in the thermoregulatory center in the

hypothalamus. This center regulates the balance between the loss of body heat and heat

production. Fever occurs when this balance is altered in favor of heat production. The

inflammatory process and/or bacterial endotoxins cause(s) the release of interleukin-

1 (IL-1) from macrophage which, in turn, induces the biosynthesis of E-type prostaglan-

dins (PGEn) in the hypothalamus, causing an increase in the body’s temperature (fever)

by raising the “thermostatic set-point.” NSAIDs can reset the body’s “thermostatic

set-point” through the inhibition of COX, hence PGEn biosynthesis. This action results

in dilating superficial blood vessels and increased sweating, followed by a drop in temper-

ature. NSAIDs have no effect on normal body temperature.

1.4.2. Analgesic Effects of NSAIDs

Tissue damage and inflammation result in the production of prostaglandins. Some

of these prostaglandins, e.g., PGE2, sensitize nociceptors to the actions of bradykinin,

histamine, and 5-hydroxytryptamine, and other chemical mediators (6). Thus, the severity

of pain associated with inflammatory diseases such as arthritis, bursitis, and with some

forms of cancer (metastatic cancer of bone) can effectively be alleviated with NSAIDs.

Additionally, by inhibiting COX, NSAIDs are very effective in alleviating headaches re-

sulting from the vasodilatory effects of PGE2. NSAIDs can also be used in combination

with opioids resulting in a reduction of the required effective dose of opiates by 30%.

In addition to the effects that NSAIDs have locally in alleviating pain, there is

growing evidence that NSAIDs are acting, in part, through a centrally mediated compo-

nent (7). The exact mechanism(s) by which NSAIDs act centrally remain(s) unclear. In

addition to NSAIDs’ ability to inhibit COX, they may act through monoaminergic con-

trol system. Prostaglandins such as PGE2 have been shown to augment the action of

excitatory neural mediators such as calcitonin gene-related peptides through mediating

their release. By inhibiting the action of COX centrally, NSAIDs block PGE2-mediated

interference with the down regulation of nociception, thereby reducing the magnitude

and duration of pain. In the spinal cord, results from current research suggest that COX-2,

and not COX-1, inhibitors attenuate pain by reducing prostaglandin-induced spinal

excitability.

1.5. Common Adverse Effects of NSAIDs

Adverse effects of NSAIDs are common especially in individuals taking high

doses over long periods of time (8). Common adverse effects are often encountered in

the gastrointestinal (GI) tract, skin, kidney, and to a lesser extent in liver, spleen, blood,

and bone marrow. The severity and frequency of occurrence of these effects vary greatly

among NSAIDs.
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1.5.1. On the Gastrointestinal Tract

The most common adverse effects (approximately threefold that of non-NSAIDs

users) associated with the use of NSAIDs are GI tract disturbances that include dyspepsia,

diarrhea or constipation, nausea, and vomiting (9). The extent of gastric damage in

chronic users may go unnoticed, potentially leading to erosive gastritis, peptic ulcera-

tion, and serious hemorrhage. The risk of such damage in chronic users has been deter-

mined to be approximately one out of five. The risk of gastric bleeding from commonly

prescribed NSAIDs varies greatly. Due to the seriousness and frequency of the GI irri-

tation associated with NSAIDs, warnings regarding the risks of serious GI injury are

now included with the NSAID package inserts as required by the FDA.

The mechanism by which NSAIDs cause GI tract damage is a result of its inhibi-

tion of COX-1 resulting in inhibiting the production of PGE2, which is responsible for

regulating gastric acid secretion and mucosal protection. The effect of NSAIDs on

gastric damage can be reduced by oral administration of prostaglandin analogs such as

misoprostol.

1.5.2. On the Skin

The second most common adverse effect associated with the use of NSAIDs is

skin reactions, which can range from mild rashes, photosensitivity, and urticaria to more

serious conditions. Fortunately, potentially fatal skin-related adverse reactions are rare.

Sulindac and mefenamic acid have particularly high incidences of skin reactions, with

frequencies of occurrence of 5–10% and 10–15%, respectively.

1.5.3. On the Renal System

Generally, normal use of NSAIDs has little impact on kidney function. However,

some individuals suffer acute reversible renal insufficiency, which usually ends when

drug administration is stopped. The basis behind these renal effects is that PGE2 and

PGI2 influence renal vasodilation and inhibit the actions of antidiuretic hormone (ADH).

This results in decreased water reabsorption, and thus enhanced water excretion. Inhib-

iting prostaglandin biosynthesis by NSAIDs results in renal vasoconstriction, increased

water reabsorption, hence increased water retention. Unlike normal usage, chronic treat-

ment with NSAIDs can result in more serious adverse effects such as chronic nephritis

and renal papillary necrosis. The combination of these two conditions results in “anal-

gesic nephropathy.”

1.6. Common Drug Interactions

NSAIDs interact with several therapeutic agents and with themselves (10). For

example, aspirin has been known to dissociate other NSAIDs from the plasma protein-

binding sites. The most important drug interactions involving NSAIDs are those with

heparin and oral anticoagulants. The concomitant administration of NSAIDs with hepa-

rin or oral anticoagulants such as warfarin has been known to increase the risk of bleed-

ing. This is because of the NSAIDs ability to inhibit platelet aggregation and displace

these agents (anticoagulants) from their plasma protein-binding sites, thus potentiating

their effect(s). Other drug interactions include sulfonamides, which can be also dis-

placed from their plasma protein-binding sites by salicylates. This leads to increased

blood concentrations of free sulfonamides and therefore increased toxicity associated
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with these agents. Likewise, the combination of NSAIDs with lithium or methotrexate

can lead to increased toxicity associated with these agents as their rate of excretion is

reduced, thus increasing their plasma levels. Additionally, the coadministration of any

of the NSAIDs and probenecid results in potentiation of the NSAID effect. Patients who

combine NSAIDs with these agents should be monitored closely for titration of dosage.

Other drug interactions involving NSAIDs are those with loop diuretics and anti-

hypertensive drugs. The concomitant administration of NSAID and a diuretic or an anti-

hypertensive agent leads to decreased efficacies of these agents. In such cases, patients

should be monitored closely for drug effectiveness.

1.7. Nonselective COX Inhibitors

1.7.1. Salicylates

Available salicylate preparations include acetyl salicylic acid, sodium salicylate,

salicylic acid, magnesium salicylate, methylsalicylate, salicylamide, 5-aminosalicylate,

and diflunisal. The most frequently used members of this class of drugs are acetyl sali-

cylic acid (aspirin) and sodium salicylate (11,12). Until the advent of ibuprofen, aspirin

was the standard against which all NSAIDs were measured.

Like most other NSAIDs, the analgesic, antipyretic, and antiinflammatory actions

of salicylates are primarily attributed to their ability to inhibit COX. The action of sali-

cylates is exerted both in the periphery and at the thermoregulatory center in the brain.

1.7.1.1. ACETYLATED SALICYLATES

1.7.1.1.1. Aspirin (Acetyl Salicylic Acid)

1. Absorption, Distribution, and Metabolism: As with all acidic drugs, aspirin (and other

salicylates) absorption is influenced by pH. Aspirin is rapidly absorbed in the stomach

and upper small intestine in the nonionized form. Alkalinization of the gastric juice and

the use of enteric-coated or buffered aspirin preparations result in reduced gastric irri-

tation and decreased rate (not extent) of absorption without reducing its clinical effec-

tiveness. Aspirin, like most NSAIDs, is transported bound to albumin (90%). It is dis-

tributed across membranes by passive diffusion. It crosses the placenta and can be

detected in milk, other bodily fluids, and tissues.

Once absorbed, aspirin undergoes rapid hydrolysis of its components, salicylate

and acetic acid, by the actions of tissue and plasma esterases to its components salicy-

late and acetic acid. This accounts for its short (15-min) plasma half-life. Half-lives of

salicylates and other NSAIDs are shown in Table 2. Most of aspirin’s therapeutic effects

are attributed to its salicylate metabolite. Approximately 13% of a given salicylate

therapeutic dose is eliminated in the urine, and the rest undergoes several routes of bio-

transformation reactions before elimination, of which 50% is conjugated to glycine,

20% is glucuronated at the hydroxyl-group site, 12% is glucuronated at the carboxyl-

group site, and the rest (less than 5%) is oxidized into gentisic acid.

When plasma concentration of salicylate exceeds 300 µg/mL (total body load of

600 mg), the metabolic enzyme system responsible for salicylate metabolism becomes

saturated resulting in a longer half-life for the drug. At this point, elimination of sali-

cylate conjugates by the kidney changes from first-order to zero-order kinetics. This

means that any additional amount of salicylate beyond this point will result in a dis-

proportionate increase in salicylate concentration. Consequently, salicylate half-life

increases from 3–5 h at the lower analgesic doses to 12–15 h at the higher antiinflam-

matory doses.
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Table 2
Half-Lives of Nonsteroidal Antiinflammatory Drugs

Drug Half-Life (Hours)

A. Nonselective COX Inhibitors

Aspirin 0.25

Salicylatea 2–19

Diclofenac 1.1

Diflunisal 13

Etodolac 6.5

Fenoprofen 2.5

Flurbiprofen 3.8

Ibuprofen 2

Indomethacin 4–5

Ketoprofen 1.8

Ketorolac 4–10

Meclofenamate 3

Meloxicam 20

Nabumetoneb 26

Naproxen 14

Oxaprozin 58

Piroxicam 57

Sulindac 8

Tolmetin 1

B. Selective COX Inhibitors

Celecoxib 11

Rofecoxib 17

aMajor antiinflammatory metabolite of aspirin.
bNabumetone is a prodrug; the half-life is for its active

metabolite.

2. Pharmacologic Actions and Therapeutic Indications: Aspirin possesses antiinflam-

matory, analgesic, and antipyretic properties. Among all NSAIDs, aspirin is the only

agent that irreversibly inhibits COX by acetylating the serine residue(s) at or near the

active site of the enzyme (13). In addition, it interferes with the functions of inflam-

matory chemical mediators resulting in inhibiting granulocyte adherence to damaged

vasculature, stabilizing lysosomal membranes, and inhibiting the migration of PMNs

to the inflammation site (14). Inhibition of such events results in the cessation of the

inflammatory process.

As an analgesic, aspirin is indicated for reducing pain of mild to moderate inten-

sity. It is ineffective in cases of severe visceral pain. By inhibiting prostaglandin synthe-

sis, PGE2 will not be available to sensitize the nerve endings to the actions of bradykinin,

histamine, and other chemical mediators of inflammation, and thus sensation of pain

is inhibited.

As an antipyretic, aspirin is indicated for reducing elevated body temperature. It

has virtually no effect on normal body temperature. This effect is mediated by COX

inhibition in the thermoregulatory center in the hypothalamus. This results in the inhi-

bition of PGE2, which is normally secreted by white blood cells in response to inflamma-

tion or infection. Additionally, aspirin inhibits IL-1 (a cytokine released from macrophages
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during inflammation). Such actions culminate in vasodilation of superficial blood ves-

sels and therefore, increased heat dissipation.

In significantly lower doses, aspirin is a very effective antithrombotic agent indi-

cated in the prophylaxis of myocardial infarction, stroke, and other thromboembolic

disorders (15). It is well documented that the protaglandin thromboxane A2 enhances

platelet aggregation, a primary event in thrombus formation. At low doses, aspirin

inhibits the production of thromboxane A2 in platelets (by irreversibly inhibiting COX)

resulting in reduced platelet aggregation (16).

3. Preparations and Dosage: Aspirin is commercially available in many forms such as

tablets, chewable tablets, chewing gum, controlled-release tablets, enteric-coated tab-

lets, and solutions. Generally, the dosage of aspirin needed to inhibit platelet aggrega-

tion is significantly less than that needed for analgesic or antipyretic effect, which in

turn, is less than the dose needed to relieve inflammation caused by arthritic and other

inflammatory disorders. For the relief of mild pain or fever, the optimal dose for adults

and adolescents ranges from 325 to 650 mg every 4 h, or 500 mg every 3 h, or 1000 mg

every 6 h. For children ages 2–14, the optimal dose ranges from 10 to 15 mg/kg/dose

every 4 h, up to 80 mg/kg/d.

For the relief of mild to moderate pain associated with inflammation, as in osteo-

arthritis or rheumatoid arthritis, the maximum dosage for adults should not exceed 6 g/d.

For children, the dose ranges from 10 to 80 mg/kg/d, in divided doses every 4–6 h. On

the other hand, if indicated for the treatment of juvenile rheumatoid arthritis, the dose

ranges from 60 to 110 mg/kg/d in divided doses every 6–8 h. For the treatment of acute

rheumatic fever, however, the dose for adult ranges from 5 to 8 g/d in divided doses.

As for children, the initial dose should not exceed 100 mg/kg/d in divided doses for

the first 2 wk, then a maintenance dose of 75 mg/kg/d in divided doses for the next

4–6 wk.

To reduce the severity of or prevent acute myocardial infarction, aspirin is indi-

cated in a dose of 160 mg/d. To reduce the risk of myocardial infarction for patients

with unstable angina or previous myocardial infarction, aspirin should be administered

in a dose of 325 mg/d.

As discussed previously, when aspirin is taken in antiinflammatory doses, the half-

life of its primary active metabolite, salicylic acid, changes to 12 h or more. In this case,

frequent dosing may not be necessary. It is clinically acceptable for patients who are on

high-dose regimen to divide their total daily dosage of aspirin into only three portions

taken after meals.

4. Contraindications: Aspirin is contraindicated in patients who are allergic to aspirin

or its derivatives and components, to tartrazine dye, and in people with asthma, or bleed-

ing disorders such as hemophilia and peptic ulcers. Aspirin is also contraindicated in

children with flu symptoms or chickenpox, because aspirin may increase the risk of

Reye’s syndrome. There has been no evidence that aspirin exerts any harmful effects

on the unborn fetus.

5. Adverse Effects: Adverse effects associated with aspirin are dose-dependent. At thera-

peutic doses, aspirin can cause gastrointestinal distress and ulceration. High antiin-

flammatory doses can cause tinnitis. Regular use of large doses can cause decreased

blood iron levels (from bleeding), leukopenia, thrombocytopenia, ecchymosis, rash,

urticaria, angioedema, and salicylism, which is characterized by dizziness, tinnitus,

vomiting, diarrhea, confusion, central nervous system (CNS) depression, diaphoresis,

headache, hyperventilation, and lassitude. As mentioned above, treatment with aspirin

should be avoided with children to eliminate the risk of Reye’s syndrome. Table 3 illu-

strates the toxic effects associated with various doses of aspirin.
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6. Treatment of Aspirin Toxicity and Salicylism: Treatment should start with measur-

ing plasma salicylate levels and urine pH. As shown in Table 3, serious toxicity becomes

imminent if the amount ingested exceeds 150 mg/kg. If ingestion is recent, gastric

lavage is recommended. In serious cases, intravenous administration of fluid to main-

tain high urine volume is necessary. Infusion of sodium bicarbonate to alkalinize the

urine, ventilatory assistance, correction of acid-base and electrolyte imbalance is of

utmost importance.

At the cellular level as the dose of aspirin is increased, there is an uncoupling of

the ability of the electron transport chain to convert the energy of the normally estab-

lished proton gradient across the inner mitochondrial membrane into adenosine 5’'triphos-

phate (ATP). This occurs by allowing protons to cross the otherwise impermeable mito-

chrondrial membrane thus collapsing of the proton gradient. Since electron transport

continues, but phosphorylation of adenosine 5'-triphosphate (ADP) to ATP is prevented,

there is an increase in metabolism to reestablish the proton gradient as well as increased

oxygen consumption. The result is increased acidosis, and in response, hyperventila-

tion and respiratory alkalosis. The eventual result is respiratory and metabolic acidoses.

7. Drug Interactions: Administering aspirin concomitantly with other drugs/drug classes

may produce undesirable adverse effects (17). These drugs/drug classes include:

a. Heparin or other anticoagulants: It is well documented that the combination of aspi-

rin and heparin, coumarin, or any other anticoagulant results in increased risk of

bleeding and prolongation of bleeding time.

b. Antacids and activated charcoal: They have been shown to reduce the rate of aspirin

absorption.

c. Urine acidifiers such as ascorbic acid, sodium phosphate, and ammonium chlo-

ride: They decrease the rate of excretion of salicylic acid by increasing the rate of its

reabsorption.

d. Urine alkalinizers (i.e., methotrexate): They increase the rate of aspirin excretion.

e. Alcohol: Concomitant administration of alcohol and aspirin results in increased

risk of bleeding.

Table 3
Toxic Effects of Salicylates

Plasma
Dose Concentration
(g) (mg/dL) Pharmacologic Effect Toxic Effect

0.080–0.160 0–5 Antiplatelet Impaired Hemostasis,

Hypersensitivity Reactions,

0.650–0.975 5–10 Analgesic Antipyretic Gastric Intolerance, Bleeding

3–6 10–50 Antiinflammatory Tinnitus

6–10 50–80 Salicylism Hyperventilation,

Respiratory Alkalosis

10–20 80–110 Salicylism Fever, Dehydration,

Metabolic Acidosis

20–30 >110 Salicylism Shock, Coma, Respiratory &

Renal Failure, Death
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f. Penicillin: Aspirin increases the half-life of penicillin because it competes with peni-

cillin on the active secretory transporters in the renal tubules.

g. Vancomycin: Coadministration of aspirin and vancomycin results in increased risk

of ototoxicity.

h. ACE (angiotensin-converting enzyme) inhibitors (i.e., enalapril): Concomitant admin-

istration of aspirin and ACE inhibitors results in decreased antihypertensive effect.

i. Corticosteroids: They increase the rate of excretion of aspirin resulting in reduced

plasma levels.

j. Carbonic anhydrase inhibitors (i.e., acetazolamide): Although they increase excre-

tion of aspirin, they also potentiate its toxicity by inducing metabolic acidosis and

enhancing its penetration into the tissues.

k. Nizatidine: Results in increased plasma levels of aspirin.

l. Methotrexate: Aspirin has been shown to decrease the rate of excretion of methotrex-

ate resulting in higher plasma levels and increased methotrexate toxicity.

m. Sulfonylureas (i.e., toblutamide): Large doses of aspirin may enhance the effects

of sulfonylureas.

1.7.1.1.2. Diflunisal. Diflunisal is a difluorophenyl derivative of salicylic acid

that is not metabolized into salicylic acid. It is more potent than aspirin as an antiinflam-

matory and analgesic agent. On the other hand, unlike aspirin, it does not exert anti-

pyretic effect. Diflunisal undergoes enterohepatic circulation and is also found in the

milk of lactating women. Additionally, its side effects are those common to NSAIDs

but to a lesser extent. Diflunisal metabolism is subject to saturation kinetics. Because

its clearance is dependent on renal function, it is contraindicated in patients with compro-

mised renal function. Additionally, it is contraindicated in patients with asthma attacks,

rhinitis, NSAID-precipitated urticaria, and in patients sensitive to diflunisal.

1. Preparations and Dosage: Diflunisal is available in 250- and 500-mg tablets. For the

relief of mild to moderate pain, diflunisal is started with a 1-g dose followed by 0.5 g

every 8–12 h. Maximum dosage should not exceed 1.5 g/d. As an antiinflammatory

agent for patients with osteoarthritis or reuhmatoid arthritis, diflunisal is initiated as

0.5 or 1 g/d in divided doses twice a day provided that the daily dosage does not

exceed 1.5 g.

2. Drug Interactions: Diflunisal interacts with several drug/drug classes, which include:

a. Antacids: Concomitant administration of diflunisal and antacids results in decreased

plasma levels of diflunisal.

b. NSAIDs: Diflunisal should not be taken with other NSAIDs for this may result in

increased risk of gastrointestinal irritation and bleeding.

c. Acetaminophen: Long-term use of both diflunisal and acetaminophen may increase

the risk of adverse renal effects.

d. Beta-blockers: Diflunisal has been shown to impair the antihypertensive effects of

beta-blockers and other antihypertensive agents.

e. Concomitant use of diflunisal with either cefamandole, cefoperazone, cefotetan,

valproic acid, or plicamycin may result in increased risk of hypoprothrombinemia.

f. The use of diflunisal with colchicines, glucocorticoids, potassium supplements, alco-

hol, or the long-term use of corticotropin have been shown to increase the risk of

gastrointestinal irritation and bleeding.

g. Cyclosporin and gold compounds: Coadministration of either compound with diflu-

nisal increases the risk of nephrotoxicity.
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h. Digoxin, methotrexate, phenytoin, insulin, oral antidiabetic agents, or loop diuretics:

The administration of any of these agents with diflunisal results in increased plasma

concentration of these drugs, which may lead to increased toxicity associated with

these agents.

i. Heparin, oral anticoagulants, thrombolytic agents: Diflunisal administration with any

of these drugs/drug classes may result in prolonged prothrombin time, and increased

risk of bleeding.

j. Probenecid: It increases plasma concentrations of diflunisal.

1.7.1.2. NONACETYLATED SALICYLATES

Nonacetylated salicylates agents include salicylsalicylate (salsalate), magnesium

salicylate, sodium salicylate, calcium salicylate, choline salicylate, and combined cho-

line magnesium salicylate. These agents possess significant antiinflammatory activity.

As analgesics, however, they are less effective than aspirin. Because they are less effec-

tive inhibitors of COX, their side effects regarding GI irritation and peptic ulceration

are attenuated rendering them suitable for patients with asthma and with individuals who

are prone to bleeding and/or GI disorders.

1.7.2. Acetic Acid Derivatives

1.7.2.1. INDOMETHACIN

Indomethacin is an indole acetic acid derivative. It is 20–30 times more potent

than aspirin in its antiinflammatory, analgesic, and antipyretic effects. This is attrib-

utable not only to COX inhibition, but also to its ability to reduce polymorphonuclear

cell migration and decrease T- and B-cell proliferation, which are key events in the

inflammatory process. It is also believed to inhibit the production of arachidonic acid

(primary precursor of eicosanoids) by inhibiting phospholipases A and C (18). It also

influences the intracellular cyclic-AMP (adenosine monophosphate) concentrations

by inhibiting phosphodiesterase.

Like most other NSAIDs, indomethacin is well absorbed. It is metabolized in the

liver and undergoes extensive enterohepatic circulation. It appears in the breast milk

of lactating women. Indomethacin and its inactive metabolites are excreted unchanged

in bile and urine. It is indicated for the symptomatic relief of osteoarthritis, rheumatoid

arthritis, and ankylosing spondylitis. It is also very effective in the management of

acute gouty arthritis. It is the drug of choice for the treatment of patent ductus arteriosus,

which is maintained by continual synthesis of prostacyclin and PGE2 (19). It is also

used in the management of Bartter’s syndrome, which involves a deficiency in renal

chloride reabsorption and overproduction of prostaglandins, and Sweet’s syndrome,

which is acute febrile neurophilic dermatosis.

1. Preparations and Dosage: Indomethacin is available in 25- and 50-mg capsules, 75-mg

sustained-release capsules, and 25-mg/5 mL suspension also for oral use. Additionally,

50-mg suppositories and 1-mg indomethacin per vial for intravenous use (after suspen-

sion) are also available.

For the symptomatic relief of osteoarthritis, rheumatoid arthritis, or ankylosing

spondylitis in adults, indomethacin is administered in 25- to 50-mg tablets (or oral sus-

pension) twice to four times a day. The dosage can be increased by 25 or 50 mg/d

every week as long as the total dose does not exceed 200 mg/d. After clinically accep-
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table response is achieved, the dose should be reduced to the minimum required to

maintain the same response. Suppositories can be given in 50-mg doses up to four times

a day.

For the symptomatic relief of juvenile arthritis, indomethacin is administered

1.5 to 2.5 mg/kg/d in divided doses (three to four times per day) not to exceed 4 mg/

kg/d or 150 to 200 mg/d. When a clinically acceptable response is achieved, the dose

is reduced to the minimum dose needed to maintain that response.

For the symptomatic relief of acute gouty arthritis in adults, the usual loading dose

is 100 mg followed by 50 mg three times a day. Maximum dosage should not exceed

200 mg/d. When a clinically acceptable response is achieved, dosage should be tapered

until the drug is discontinued. If suppositories are used, 50 mg four times a day is the

recommended regimen. Suppository use should be avoided when possible to avoid

rectal irritation and bleeding.

For the treatment of patent ductus arteriosus in premature infants weighing 500–

1750 g, initial loading dose of 0.2 mg/kg over 5–10 s, followed by 0.25 mg/kg given at

12- to 24-h intervals, if needed. For neonates who are less than 7 d old, the follow-up

dosage is reduced to 0.2 mg/kg. For neonates under 2 d old, the follow-up dosage is

reduced to 0.1 mg/kg, if needed.

2. Contraindications and Adverse Effects: Indomethacin is strictly contraindicated in

pregnancy, especially during the third trimester to prevent indomethacin-induced pre-

mature closure of the ductus arteriosus. It is also contraindicated in patients allergic to

indomethacin, iodides, other NSAIDs, or their components. Adverse effects associated

with indomethacin include abdominal pain, diarrhea, vomiting, pancreatitis, and GI bleed-

ing. Headaches (in some cases associated with dizziness and confusion) have been

reported in 15–25% of patients. Hematinic adverse effects were reported including agran-

ulocytosis, aplastic anemia, bone marrow depression, hemolytic anemia, and iron-defi-

ciency anemia. Hyperkalemia and hypoglycemia were also reported. Because it can

be excreted in the breast milk of lactating mothers, it may cause seizures in infants.

3. Drug Interactions: The agents that interact with diflunisal (listed earlier), also interact

with indomethacin. Other drugs/drug classes that interact with indomethacin include:

a. Aminoglycosides: increased risk of aminoglycoside toxicity as a result of its increased

concentration in the plasma.

b. Bone marrow depressants: may result in increased leukopenic and thrombocytopenic

effects of these agents.

c. Probenecid: significantly prolongs indomethacin’s half-life resulting in increased

indomethacin toxicity.

d. Zidovudine: the coadministration of zidovudine and indomethacin results in increased

toxicity of both drugs.

e. Lithium: increased plasma lithium concentration and thus increased lithium toxicity.

f. Platelet aggregation inhibitors: may result in increased risk of GI irritation and

hemorrhage.

g. Diflunisal: increases plasma indomethacin concentration resulting in increased

toxicity.

1.7.2.2. DICLOFENAC

Diclofenac is a phenylacetic acid derivative that possesses antiinflammatory,

analgesic, and antipyretic properties with potency equal to that of indomethacin. This

is attributable not only to its effectiveness in inhibiting COX but its ability to decrease

the bioavailability of arachidonic acid by enhancing its conversion to triglycerides. Like



350                                                     Abukhalaf et al.

most other NSAIDs, diclofenac is rapidly absorbed following oral administration, and

undergoes extensive first-pass metabolism resulting in a systemic bioavailability of

approximately 50%. It is one of the few NSAIDs that accumulates in the synovial fluid

with half-life in this compartment double that of the plasma. It is metabolized in the

liver principally by CYP3A4 and its inactive metabolites are excreted primarily in urine

and to a lesser extent in the bile. Its side effects are those common to NSAIDs, which

include GI distress, hemorrhage, and to a lesser extent peptic ulceration. This drug is

more commonly associated with increased plasma aminotransferase levels than any other

NSAID. Other adverse effects such as dizziness, drowsiness, headache, bradycardia,

glaucoma, tinnitis, and leukocytosis have been reported although to a lesser extent.

1. Preparations, Therapeutic Indications, and Contraindications: Diclofenac sodium

is available in 25-, 50-, and 75-mg enteric-coated tablets. Extended-release tablets and

rectal suppositories are available for adults. Diclofenac is indicated primarily as an anti-

inflammatory agent in the treatment of rheumatoid arthritis, osteoarthritis, and ankylos-

ing spondylitis (20). Additionally, it is used as an analgesic in the management of

patients with dysminorrhea and/or chronic lower back pain.

Diclofenac is contraindicated in patients with active bleeding or ulcers, asthma

attacks, rhinitis, NSAID-induced urticaria, or allergy to diclofenac or other NSAIDs.

2. Dosages: For the relief of pain and inflammation in rheumatoid arthritis, 75 or 100

mg of diclofenac sodium, as extended-release tablets, is administered daily (or 75 mg

twice a day). If regular tablets are used, the loading dose should be 150–200 mg/d in

divided doses. The maintenance dose is 75–100 mg/d in divided doses. The maximum

dose should not exceed 225 mg/d. Sometimes rectal suppositories are used to replace

tablets in the last oral dose. In such case, 50–100 mg of diclofenac is given.

For the relief of pain and inflammation of osteoarthritis, diclofenac tablets are

given in the amount of 100–150 mg/d in divided doses. The maximum dose should

not exceed 150 mg/d.

To relieve pain in ankylosing spondylitis, diclofenac tablets are given in the amount

of 100–125 mg/d in four or five divided doses.

For the relief of pain associated with dysmenorrhea, diclofenac tablets (50-mg)

are given twice a day; if necessary, 100 mg can be given as a loading dose only. If the

patients are elderly or have serious renal dysfunction, dosage may be reduced.

3. Drug Interactions: Plasma levels of diclofenac are increased by the coadministration

of cimetidine. Cimetidine, a histamine receptor antagonist, also binds to cytochrome

P450 and diminishes the activity of hepatic microsomal mixed-function oxidases. Diclo-

fenac also interacts with the drug/drug classes that interact with indomethacin (detailed

previously).

1.7.2.3. SULINDAC

Sulindac is a pyrroleacetic acid derivative. It is a prodrug that is metabolized into

an active sulfide metabolite that possesses significant antiinflammatory activity. It is

very well absorbed when administered orally. Because the metabolite undergoes exten-

sive enterohepatic circulation, it has a relatively long half-life (Table 2). It occurs in

two enantiomers with the S (�) enantiomer being more active as COX inhibitor than the

R (+) enantiomer.

As with other NSAIDs the use of sulindac is associated with GI distress although

to a lesser extent than indomethacin or aspirin. However, like diclofenac, it is associated
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with increased plasma levels of aminotransferases. Additionally, among all NSAIDs,

it is the most commonly associated with cholestatic liver damage. Other less common

adverse effects observed with sulindac include thrombocytopenia, agranulocytosis,

and nephrotic syndrome.

1. Preparations, Therapeutic Indications, and Contraindications: Sulindac is avail-

able in 100- and 200-mg tablets. Sulindac is indicated for the treatment of rheumatoid

arthritis, osteoarthritis, ankylosing spondylitis, acute gout, tendinitis, and brusitis. It

has also been shown to suppress familial intestinal polyposis.

Sulindac is contraindicated in patients with angioadema, asthma, bronchospasm,

nasal polyps, rhinitis, or NSAID-induced urticaria.

2. Dosage: To decrease pain and inflammation in ankylosing spondylitis, bursitis, osteo-

arthritis, and rheumatoid arthritis, sulindac is administered in a dose of 150–200 mg

twice a day. This dosage is to be adjusted based on the patient’s response up to a maxi-

mum of 200 mg twice a day.

For the relief of symptoms of acute gouty arthritis, and tendinitis, sulindac is given

as 200 mg twice a day for 7–14 d. This dosage should be decreased to the lowest effec-

tive dosage after obtaining a clinically satisfactory response. In elderly patients, if neces-

sary, the dosage should be reduced to half of the usual adult dosage.

3. Drug Interactions: Like diclofenac and other NSAIDs, sulindac interacts with several

therapeutic agents. In addition to the interactions shown with diflunisal, diclofenac,

and other NSAIDs, sulindac interacts with the following drugs/drug classes:

a. Ranitidine and cimetidine: Coadministration of sulindac with either of these agents

leads to increased bioavailability of these agents.

b. Dimethyl sulfoxide (DMSO): Coadministration of DMSO and sulindac leads to de-

creased effectiveness of the latter.

1.7.2.4. TOLMETIN

Tolmetin is a pyrroleacetic acid derivative. It is more potent antiinflammatory

agent than aspirin but less than endomethacin (21). Due to its short half-life (Table 2)

and thus the need for frequent dosing, it fell into disfavor. Adverse effects associated

with tolmetin are similar to those with other NSAIDs. These include GI distress, nausea,

abdominal pain, diarrhea, headache, drawsiness, hypertension, dysuria, hematuria, and

less frequently hepatitis.

Unlike most other NSAIDs, it does not displace anticoagulants such as warfarin

from plasma protein-binding sites. However, it does prolong bleeding time presum-

ably by prolonging prothrombin time and inhibiting the production of thromboxane

A2 in the platelets (like aspirin).

1. Preparations, Therapeutic Indications, and Contraindications: Tolmetin is avail-

able in 200- and 600-mg capsules. As with most other NSAIDs, tolmetin is indicated

in patients with rheumatoid arhtritis, osteoarthritis, and ankylosing spondylitis. It is

ineffective in the treatment of acute gout. It is contraindicated in patients with angio-

adema, asthma, bronchospasm, nasal polyps, rhinitis, or NSAID-induced urticharia.

2. Dosage: For the relief of pain associated with rheumatoid arthritis and osteoarthritis,

tolmetin is administered in a dosage of 400 mg three times a day. The total daily main-

tenance dosage ranges from 600 to 1800 mg administered in divided doses either three

or four times a day. The maximum dosage for rheumatoid arthritis is 2000 mg/d, whereas

that of osteoarthritis is 1600 mg/d.
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For the relief of juvenile rheumatoid arthritis in children over 2 yr of age, tolmetin

is initially given in the amount of 20 mg/kg/d in divided doses three or four times a

day. The maintenance dose is 15–30 mg/kg/d in divided doses. The maximum dose is

30 mg/kg/d.

3. Drug Interactions: Drug interactions involving tolmetin are similar to those of other

NSAIDs detailed above. Tolmetin also interacts with the drug/drug classes shown below:

a. ACE inhibitors: Concomitant administration of ACE inhibitors and tolmetin may

result in decreased efficacy of the former and possibly reduced renal function.

b. Alendronate: It may increase the GI distress associated with tolmetin.

c. Antineoplastics, antithymocyte globulin, and strontium-89 chloride: Coadministra-

tion of any of these agents with tolmetin may increase the risk of bleeding.

d. Cidofovir: It may contribute to increasing risk of nephrotoxicity.

1.7.2.5. ETODOLAC AND ITS PREPARATIONS, THERAPEUTIC INDICATIONS, AND CONTRAINDICATIONS

Etodolac is a pyranoindoleacetic acid derivative. It possesses antiinflammatory,

analgesic, and antipyretic properties. It is significantly more selective COX-2 inhibi-

tor than COX-1. It is well and rapidly absorbed. Its adverse effects, contraindications,

and drug interactions associated with etodolac are similar to other NSAIDs.

Etodolac is available in 200- and 300-mg capsules. It is indicated mainly for anal-

gesia and for the treatment of osteoarthritis. Generally, it is less effective than other

NSAIDs in the treatment of rheumatoid arthritis. It is contraindicated in patients who

are allergic to etodolac or its components or in patients with angioedema, broncho-

spasm, rhinitis, nasal polyps, and/or NSAID-induced urticaria.

For the treatment of osteoarthritis, 800–1200 mg etodolac is administered per day

in divided doses. Maintenance dose ranges from 600 to 1200 mg/d in divided doses.

The maximum daily dose is 1200 mg. For patients weighing less than 132 pounds (60

kg), the maximum dose is 20 mg/kg/d. If extended-release tablets are given, the adult

dose normally ranges from 400 to 1000 mg/d.

As an analgesic, a loading dose of 400 mg is used, then 200–400 mg every 6–8 h.

For patients weighing 132 pounds (60 kg) or more, the maximum dose is 1200 mg/d.

For patients weighing less than 132 pounds, the maximum dose is 20 mg/kg/d.

1.7.2.6. NABUMETONE

Nabumetone, a naphthylalkanone derivative, is the only nonacid COX inhibitor

available in the United States (22). It is a ketone prodrug that is metabolized to the

active acetic acid form. It has a relatively long half-life (Table 2) permitting a once- or

twice-a-day dosing regimen. Unlike many other NSAIDs, it does not undergo entero-

hepatic circulation.

Its adverse effects and contraindications are similar to other NSAIDs. Addition-

ally, it has been reported to cause muscle spasms, myalgia, alopecia, jaundice, photosen-

sitivity, pruritus, and rash. Blood urea nitrogen (BUN), serum creatinine, and electrolyte

levels must be monitored in patients taking nabumetone for early signs of impaired

renal functions, especially in elderly patients or those who have compromised hepatic

or renal functions.

1. Preparations, Therapeutic Indications, and Contraindications: Nabumetone is avail-

able in 500- and 750-mg tablets. It is primarily indicated in the treatment of rheumatoid

arthritis.
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2. Dosage: For the relief of symptoms of acute and chronic osteoarthritis and rheuma-

toid arthritis, nabumetone is initially given in a 1-g dose per day or in divided doses

twice daily. This is increased to 1.5–2 g/d in divided doses preferably twice daily. The

maintenance dose is adjusted according to the clinical response. The maximum dose

should not exceed 2 g/d.

1.7.2.7. KETOROLAC

Ketorolac is a pyrrolopyrrole compound. It possesses antiinflammatory, analge-

sic, and antipyretic properties. It is used, however, for systemic analgesia mainly in the

management of short-term acute postoperative pain. The adverse effects associated with

ketorolac, its drug interactions profile, and contraindications are similar to those of other

NSAIDs. It has been reported, however, that the use of ketorolac for more than 5 d is

associated with a significant increase in renal impairment and peptic ulcerations. For

this reason, it is no longer available in the Canada and some European markets.

1. Preparations, Therapeutic Indications, and Contraindications: Ketorolac is avail-

able as 10-mg tablets. It is also available in injectable form in 15-mg/mL, 30-mg/mL,

and 60-mg/2mL preparations. It can be administered orally, intravenously, or more com-

monly, intramuscularly. It is indicated for the management of acute postoperative pain

for a period not exceeding 5 d.

It is not recommended in obstetrics or for preoperative analgesia or for long-term

treatment.

2. Dosages: For the acute management of pain, ketorolac is given orally four to six times

per day for no longer than 5 d. If given intramuscularly, a loading dose of 30–60 mg of

ketorolac followed by a maintenance dose of 15–30 mg every 6 h is recommended. The

maximum daily dose is 150 mg the first day and 120 mg thereafter.

1.7.3. Propionic Acids

1.7.3.1. IBUPROFEN

Ibuprofen is a phenylpropionic acid derivative. It possesses antiinflammatory, anal-

gesic, and antipyretic properties. It is extensively metabolized in the liver into inactive

metabolites. Ibuprofen has had an excellent safety record and is available under several

trade names for analgesia as OTC medications. It replaced aspirin as the gold standard

against which other NSAIDs are compared. It has a relatively short half-life (Table 2)

and, like diclofenac, it accumulates in the synovial fluid for prolonged periods of time.

Its GI adverse effects are similar to aspirin, but they occur less frequently. Other

adverse effects are rash, pruritus, headache, tinnitis, and fluid retention nephritis. Acute

renal failure has also been reported.

1. Preparations, Therapeutic Indications, and Contraindications: Ibuprofen is avail-

able as 400-, 600-, and 800-mg tablets. It is indicated for the treatment of osteoarthri-

tis, rheumatoid arthritis, and dysmenorrhea. OTC preparations are used for the treatment

of headaches, dysmenorrhea, and musculoskeletal pain. It is contraindicated in patients

with angioedema, bronchospasm, nasal polyps, asthma attacks, rhinitis, NSAID-induced

urticaria, or in patients allergic to ibuprofen or other NSAIDs.

2. Dosage: For the relief of pain associated with rheumatoid arthritis and osteoarthritis,

ibuprofen is given as 300, 400, 600, or 800 mg three to four times daily. The maxi-

mum range per day is 1.2–3.2 g. To relieve pain associated with primary dysmenorrhea,
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the normal dose is 400 mg every 4 h as needed. To relieve minor aches and pains, and

to reduce fever, a dose of 200–400 mg every 4–6 h is the standard, up to a maximum

dose of 1.2 g/d. For the relief of pain associated with juvenile arthritis, children are

given 30–70 mg/kg/d in divided doses either three or four times daily. A dose of 20

mg/kg/d is given for a mild form of the disease. To reduce fever in children between

6 mo and 12 yr old, they are given 5–10 mg/kg every 4–6 h, up to a maximum dose of

40 mg/kg/d.

3. Drug Interactions: Ibuprofen interacts with other therapeutic agents such as:

a. Acetaminophen: Long-term use of both ibuprofen and acetaminophen may lead

to increased risk of nephrotoxicity.

b. Antihypertensives: The coadministration of antihypertensive agent with ibuprofen

may lead to decreased efficacy of the former.

c. Alcohol and other NSAIDs: The administration of ibuprofen with any other NSAID

has been shown to increase the risk of bleeding and GI adverse effects.

d. Bone marrow depressants: The concomitant administration of ibuprofen and bone

marrow depressants may cause increased leukopenic and thrombocytopenic effects

of the latter.

e. Cefamandole, cefoperazone, and cefotetan, plicamycin, and valproic acid: Adminis-

tration of any of these agents with ibuprofen may increase the risk of hypoprothrom-

binemia, ulceration, and bleeding.

f. Colchicine, platelet aggregation inhibitors, corticosteroids, potassium supplements:

The coadministration of any of these agents with ibuprofen may increase the risk

of GI adverse effects and in some cases GI bleeding.

g. Cyclosporin: The concomitant administration of ibuprofen and cyclosporin may

increase the risk of nephrotoxicity. This may also result in increased plasma levels

of cyclosporin.

h. Digoxin: The administration of ibuprofen and digoxin may lead to increased blood

levels of digoxin and thus increased risk of digitalis toxicity.

i. Diuretics (including loop-potassium-sparing, and thiazide): The administration of

any of these agents with ibuprofen may result in decreased efficacies of these agents.

j. Gold compounds and nephrotoxic drugs: May result in increased risk of adverse

renal effects.

k. Heparin, oral anticoagulants, and thrombolytics: Increased anticoagulant effects

and thus increased risk of hemorrhage.

l. Insulin, and oral antidiabetic drugs: The combination of ibuprofen and any of these

agents may result in increased hypoglycemic effects of these agents.

m. Lithium: The combination of ibuprofen and lithium may lead to increased blood

levels of lithium.

n. Methotrexate: Ibuprofen and other NSAIDs are contraindicated in patients taking

methotraxate because such a combination may result in decreased methotrexate

clearance, and thus increased risk of methotrexate toxicity.

o. Probenecid: The coadministration of probenecid and ibuprofen may result in increased

blood levels and toxicity of the latter.

1.7.3.2. NAPROXEN

Naproxen is phenylpropionic acid derivative that possesses antiinflammatory,

analgesic, and antipyretic properties. It has a relatively long half-life rendering it suit-

able for once- or twice-a-day dosing regimen. Naproxen undergoes phase I and phase II

biotransformation reactions and is excreted in the form of inactive conjugates or free
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acid. Upper GI adverse effects associated with naproxen are significantly less than

those with aspirin but double those of ibuprofen (23). The adverse effects associated

with NSAIDs have been observed with naproxen. However, naproxen has had a very

good safety record and has been available as an OTC medication for several years.

1. Preparations, Therapeutic Indications, and Contraindications: Naproxen is avail-

able as a free acid in 250-, 375-, and 500-mg tablets, 375- and 500-mg delayed-release

tablets, 375- and 500-mg controlled-release tablets, or as an oral suspension (125 mg/

5 mL). In the form of naproxen sodium, it is available as 250- and 500-mg tablets by

prescription or OTC in 200-mg tablets. Naproxen is indicated for the treatment of

osteoarthritis, rheumatoid arthritis, ankylosing spondylitis, juvenile arthritis, acute

tendinitis, and bursitis. It is also indicated as an analgesic for musculoskeletal back

pain and dysmenorrhea. Because naproxen has the ability to inhibit the migration of

polymorphonuclear leukocytes, it is also indicated for the treatment of acute gouty

arthritis. Its contraindications are similar to other NSAIDs detailed earlier in the chapter.

2. Dosage: For the relief of mild to moderate musculoskeletal inflammation, including

ankylosing spondylitis, osteoarthritis, and rheumatoid arthritis, naproxen in the form

of tablets, delayed-release tablets, or oral suspension is given in the amount of 250–

500 mg twice a day, up to a maximum of 1500 mg/d. Naproxen sodium, in the form of

extended-release tablets, is given in a dose of 750 to 1000 mg/d, up to a maximum of

1500 mg/d. If regular naproxen tablets are used, the normal dose is 275–550 mg twice

daily, up to a maximum of 1650 mg/d. The combination of naproxen tablets and sup-

positories is possible, however, the combined dose (oral plus suppository) should not

exceed 1500 mg/d.

To relieve symptoms of juvenile rheumatoid arthritis and other inflammatory

conditions in children, they are given naproxen at 10 mg/kg/d in divided doses twice

daily as either oral suspension or tablets.

To relieve symptoms of acute gouty arthritis, adults receiving delayed-release

tablets, oral suspension, or regular tablets of naproxen are given an initial dose of 750

mg followed by 250 mg every 8 h until symptoms subside. Adults receiving extended-

release tablets of naproxen sodium are given an initial dose of 1000–1500 on the first

day, then 1000 mg daily until symptoms subside. The dose should not exceed more than

1500 mg/d. Adults given naproxen sodium tablets receive an initial dose of 825 mg

followed by 275 mg every 8 h until symptoms subside.

For the relief of mild to moderate pain, including acute tendinitis and bursitis,

and dysmenorrhea, adults receiving delayed-release tablets of naproxen are normally

given an initial dose of 1000 mg every day, to be increased as prescribed, up to a max-

imum of 1500 mg/d. Adults receiving extended-release tablets of naproxen sodium

are given an initial dose of 1100 mg every day, to be increased as prescribed, up to a

maximum of 1500 mg/d. Adults receiving oral suspension or regular tablets of naproxen

are given an initial dose of 500 mg followed by 250 mg every 6–8 h, up to a maximum

of 1250 mg/d. Adults receiving tablets of naproxen sodium are given an initial dose of

550 mg followed by 275 mg every 6–8 h, up to a maximum of 1375 mg/d.

To relieve fever, mild to moderate musculoskeletal inflammation, and mild to

moderate pain, adults receiving OTC tablets of naproxen sodium are usually given

220 mg every 8–12 h or 440 mg followed by 220 mg 12 h later. The maximum dose is

660 mg/d for 10 d unless directed otherwise by a physician. The dose for patients over

the age of 65 is reduced to 220 mg every 12 h, up to a maximum of 440 mg for 10 d.

3. Drug Interactions: Drug interactions involving naproxen are similar to other NSAIDs.
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1.7.3.3. FENOPROFEN

Fenoprofen is a propionic acid derivative. It has analgesic and antiinflammatory

properties. It has a relatively short half-life (Table 2). The adverse effects associated

with fenoprofen are similar to those with other NSAIDs but to a lesser extent. Among

all NSAIDs, fenoprofen is most closely associated with toxic effects of interstitial

nephritis.

1. Preparations, Therapeutic Indications, Contraindications, and Drug Interactions:

Fenoprofen, as fenoprofen calcium, is available in 200- and 300-mg capsules and 600-

mg tablets. It is indicated for the relief of pain, stiffness, and inflammation from rheuma-

toid arthritis, and osteoarthritis. It is also used as an analgesic in dysmenorrhea and

musculoskeletal pain. Contraindications and drug interactions are the same of those

described for other NSAIDs.

2. Dosage: To manage mild to moderate pain, adults receiving capsules or tablets of feno-

profen calcium are given 200 mg every 4–6 h as needed.

To relieve pain, stiffness, and inflammation from rheumatoid arthritis or osteoar-

thritis, adults receiving capsules or tablets of fenoprofen calcium are given 300 to 600

mg three or four times daily, up to a maximum dose of 3200 mg/d.

1.7.3.4. FLURBIPROFEN

Flurbiprofen is a propionic acid derivative. It is one of the newest nonselective

COX inhibitors to be approved in the United States. It undergoes enterohepatic circu-

lation and its R (+) and S (�) enantiomers are extensively metabolized by phase I and

phase II biotransformation reactions. Its adverse effects are typical of other NSAIDs.

1. Preparations, Therapeutic Indications, Contraindications, and Drug Interactions:

Flurbiprofen is available in 50- and 100-mg tablets. It is indicated for the treatment of

acute or chronic osteoarthritis, and rheumatoid arthritis. As with most other NSAIDs,

it is contraindicated in patients with angioedema, bronchospasm, nasal polyps, asthma

attacks, rhinitis, NSAID-induced urticaria, or in patients allergic to flurbiprofen or

other NSAIDs.

2. Dosage: To treat acute or chronic rheumatoid arthritis and osteoarthritis, adults receiv-

ing extended-release capsules are given 200 mg daily in the evening. If, on the other

hand, tablets are to be used, patients are given an initial dose of 200 to 300 mg/d in

divided doses twice to four times a day, up to a maximum dose of 300 mg/d.

1.7.3.5. KETOPROFEN

Ketoprofen is a propionic acid derivative. Its antiinflammatory and analgesic

activities are attributed to its ability to inhibit COX as well as 5-lipoxygenase. Addition-

ally, it has been shown to stabilize lysosomal membranes. As with most other NSAIDs,

it is rapidly absorbed. It is metabolized in the liver and undergoes enterohepatic circu-

lation. Its GI and CNS adverse effects are typical of other NSAIDs.

1. Preparations, Therapeutic Indications, Contraindications, and Drug Interactions:

Ketoprofen is available in 25-, 50-, and 75-mg capsules. It is indicated for the manage-

ment of osteoarthritis and rheumatoid arthritis. It is also used in gout and for primary

dysmenorrhea. Its contraindications and drug interactions are typical of other propio-

nic acid derivatives such as ibuprofen and flurbiprofen.
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2. Dosage: For the management of osteoarthritis and rheumatoid arthritis, the usual dose

is 75 mg three times a day or 50 mg four times a day. If extended-release caplets are

use, the dose is 200 mg once a day. For primary dysmenorrhea, the usual dose is 25–

50 mg every 6–8 h as necessary.

1.7.3.6. OXAPROZIN

Oxaprozin is a propionic acid derivative. It possesses antiinflammatory as well

as uricosuric properties rendering it more useful in the treatment of gout than any

other NSAID. It has a very long half-life (Table 2), which makes it suitable for once-

daily dosing regimen.

1. Preparations, Therapeutic Indications, Contraindications, and Drug Interactions:

Oxaprozin is available in 600-mg caplets and 600-mg tablets. It is indicated for the

treatment of rheumatoid arthritis and osteoarthritis. Its contraindications and drug inter-

actions are typical of other propionic acid derivatives.

2. Dosage: To treat rheumatoid arthritis, patients are given 1200 mg every day with the

dosage adjusted based on the patient’s response, up to a maximum of either 1800 mg/d

in divided doses twice or thrice a day.

To treat osteoarthritis, patients are given 600–1200 mg every day, up to a maxi-

mum of either 1800 mg/d in divided doses twice or three times a day. An initial loading

dose of 1200–1800 mg can be given to speed up the onset of action. In patients with

renal impairment, the initial dose should be limited to 600 mg every day.

1.7.4. Fenamic Acids

1.7.4.1. MECLOFENAMATE AND MEFENAMIC ACID

These agents are derivatives of fenamic acid. The antiinflammatory effect of meclo-

fenamate and mefenamic acid is attributed to their ability to inhibit COX and phospho-

lipase A2. These agents undergo phase I and phase II biotransformation reactions. Con-

jugated metabolites are excreted in urine and unconjugated metabolites are excreted

in the feces. They are not superior to other NSAIDs in their antiinflammatory effects.

The adverse effects associated with these agents are similar to other NSAIDs. The use

of mefenamic acid, in particular, is associated with high incidence of skin reactions.

Their GI adverse effects (particularly diarrhea) associated with these agents are more

severe and frequent than with other NSAIDs. For this reason they have not received

widespread clinical use for the treatment of inflammatory disorders.

1. Preparations, Therapeutic Indications, Contraindications, and Drug Interactions:

Meclofenamate is available in 50- and 100-mg capsules. Mefenamic acid is available

as 250-mg capsules. Although both agents can be used for the treatment of rheuma-

toid arthritis and osteoarthritis, because of the high incidence of toxicity associated

with these drugs they fell into disfavor. Most commonly, they are indicated as analge-

sics to relieve the pain associated with dysmenorrhea. They are contraindicated in

pregnancy and should not be used for more than a week.

2. Dosage: The loading dose of mefenamic acid is 500 mg for the first day, then 250 mg

every 6 h thereafter for no more than a week. To relieve pain and inflammation of rheu-

matoid arthritis and osteoarthritis, meclofenamate is given as 50–100 mg every 6–8 h
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as needed, up to a maximum of 400 mg/d. To treat primary dysmenorrhea, meclofen-

amate is given as 100 mg three times a day for up to 6 d.

1.7.5. Enolic Acids (Oxicams)

1.7.5.1. MELOXICAM

Meloxicam is an enolcarboxamide, an oxicam derivative. Although meloxicam

inhibits both COX-1 and 2, it is slightly COX-2 selective (24). Unlike most other NSAIDs,

meloxicam is slowly absorbed. It has a relatively long half-life (Table 2). Although it

has been used in Europe and the Middle East for some time, it has been recently been

approved for use in the United States.

1. Preparations, Therapeutic Indications, Adverse Effects, Contraindications, and

Drug Interactions: It is available in 3.5-, 7.5-, and 15-mg tablets. It is indicated for

the treatment of osteoarthritis. Its adverse effects and contraindications are similar to

those described for other NSAIDs. Recently, it has been shown to decrease the diure-

tic effect of furosemide. Other drug interactions are similar to those associated with

other NSAIDs.

2. Dosage: To relieve pain due to osteoarthritis, the dose is 7.5 mg a day, up to a maxi-

mum of 15 mg a day.

1.7.5.2. PIROXICAM AND ITS PREPARATIONS,

THERAPEUTIC INDICATIONS, CONTRAINDICATIONS, AND DRUG INTERACTIONS

Piroxicam is an oxicam. Like most of the NSAIDs discussed thus far, piroxicam’s

antiinflammatory, analgesic, and antipyretic activities are attributed to its ability to non-

selectively inhibit COX-1 and -2. At high concentrations, it has been shown to inhibit

the migration of polymorphonuclear leukocytes. Unlike meloxicam, piroxicam is rapidly

absorbed. Due to its enterohepatic circulation, it has a very long half-life (ranges from

30 to 85 h) (Table 2), which permits a once-a-day dosing regimen. It is extensively metab-

olized in the liver and metabolites are excreted in urine and feces. The adverse effects

associated with piroxicam are typical of other NSAIDs.

Piroxicam is available in 10- and 20-mg capsules. It is indicated for the treat-

ment of rheumatoid arthritis and osteoarthritis. Drug interactions and contraindications

are similar to other NSAIDs.

1.7.6. Aminophenols

1.7.6.1. ACETAMINOPHEN

Acetaminophen is a para-aminophenol derivative. It possesses analgesic and

antipyretic properties. Although it is a weak COX inhibitor, it is not an NSAID per se.

It has virtually no antiinflammatory effects and lacks platelet inhibitory effects.

Acetaminophen is available as OTC medication under several trade names. The

mechanism behind its analgesic and antipyretic effects is not well understood, but

believed to be the result of its inhibitory effects on COX in the CNS rather than the

periphery. Orally administered acetaminophen is rapidly and completely absorbed. Its

half-life is relatively short (2 h). Acetaminophen is extensively metabolized by hepatic

microsomal conjugation enzymes and is converted to glucuronide and sulfate conjugates.

These metabolites are pharmacologically inactive and are readily excreted in urine.
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In therapeutic doses, acetaminophen is virtually void of any significant adverse

effects. It is significantly safer than aspirin. With larger doses, however, abdominal

pain, dizziness, nausea, vomiting, and disorientation have been reported. With mas-

sive doses (overdose), hepatic toxicity and liver failure may occur (25,26).

1. Mechanism Behind Acetaminophen Toxicity: Less than 5% of ingested acetami-

nophen undergoes phase I biotransformation reactions. These reactions, catalyzed by

the microsomal CYP450 enzyme system, yield N-acetyl-para-benzoquinone (NABQ).

NABQ is a very reactive electrophile that is neutralized by intracellular glutathione.

As long as intracellular glutathione is available, virtually no hepatic damage occurs.

However, if acetaminophen is taken in massive doses (10–15 g or higher), conjugation

pathways become saturated, which leads to the accumulation of NABQ (27). When

the intracellular glutathione pool is depleted, this very reactive compound will bind to

nucleophilic groups on the cellular proteins and causes lipid peroxidation, resulting

in hepatotoxicity and sometimes death. Agents such as N-acetylcysteine and cysteamine

can be used within hours of acetaminophen overdose to protect victims from hepato-

toxicity.

2. Preparations, Therapeutic Indications, and Contraindications: Acetaminophen is

available in 160-, 325-, 500-, and 650-mg capsules or tablets. It is also available as

extended-release tablets, elixirs, solutions, suspensions, suppositories, chewable tab-

lets, and sprinkles. Additionally, acetaminophen is available in combination with other

agents such as caffeine, phenyltoloxamine, antihistamines, and codeine. Generally, it

is indicated for the relief of minor to moderate pain associated with headache, musculo-

skeletal ache, tootheache, menstrual cramps, minor arthritis, and common cold. Because

it possesses antipyretic properties, acetaminophen is also indicated to reduce fever.

Acetaminophen is considered the analgesic and antipyretic of choice for children

with viral infections because acetaminophen, unlike aspirin, does not increase the risk

of Reye’s syndrome. It is contraindicated in patients allergic to acetaminophen or its

components and in patients with hepatic disease.

3. Dosage: For the relief of mild to moderate pain associated with headache, muscle ache,

backache, minor arthritis, common cold, toothache, menstrual cramps, or to reduce

fever, the usual dose ranges from 325 to 650 mg every 4–6 h. Also, it can be given in

a dose of 1000 mg three or four times a day, or two extended-release caplets every

8 h, up to a maximum of 4000 mg/d. Dosages for children of various ages are shown

in Table 4.

4. Drug Interactions: Acetaminophen interacts with a number of drugs/drug classes.

These include:

a. Oral contraceptives: Oral contraceptives have been known to decrease the efficacy

of acetamenophen.

b. Propranolol: The concomitant administration of propranolol and acetaminophen

results in increased effectiveness of the latter.

c. Anticholinergics: Anticholinergics interfere with (slow down) the absorption of

acetaminophen and thus retard its onset of action.

d. Barbiturates, hydantoins, rifampin, sulfinpyrazone, isoniazid, and carbamazepine: The

coadministration of any of these agents with acetaminophen may result in decreased

therapeutic effects and increased hepatotoxic effects of acetaminophen.

e. Probenecid: Concomitant administration of acetaminophen and probenecid may

result in increased therapeutic efficacy of the former.

f. Loop diuretics and lamotrigine: acetaminophen may decrease the therapeutic effects

of these agents.
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g. Zidovudine: The coadministration of acetaminophen and zidovudine may result in

decreased effects of the latter.

h. Alcohol: Chronic alcohol consumption depletes liver mitochondrial GSH (reduced

glutathione) and induces cytochrome P450. Both actions increase the hepatotoxic

effects of NABQ.

1.7.7. Other Nonselective COX Inhibitors

Other nonselective COX inhibitors include azapropazone, carprofen, flufenamic

acid, phenacetin, phenylbutazone, tenoxicam, and tiaprofen. These agents are not avail-

able in the United States and will not be discussed further in this chapter.

1.8. COX-2 Selective Inhibitors

1.8.1. Celecoxib

Celecoxib is a pyrazole derivative. It is a highly selective COX-2 inhibitor. Its

potency as an inhibitor of COX-2 is at least 300 times more than that of COX-1 (28).

It is well absorbed and highly protein-bound. Its half-life is 11 h (Table 2). There is no

evidence that celecoxib has any effect on platelet aggregation. Because it has virtually

no effect on COX-1, GI adverse effects (such as peptic ulceration) associated with

this agent are minimal compared to nonselective COX inhibitors (29). Other (non-GI)

adverse effects associated with this drug are comparable to other NSAIDs. It is pri-

marily metabolized by CYP2C9 in the liver.

1. Preparations, Therapeutic Indications, and Contraindications: Celecoxib is avail-

able in 100-, and 200-mg capsules. It is indicated for the relief of pain associated with

osteoarthritis and rheumatoid arthritis (30). As an adjunct medication, it is used to

reduce adenomatous colorectal polyps in patients with familial adenomatous polypo-

sis. It is contraindicated in patients allergic to aspirin, celecoxib or its components, or

other NSAIDs. It is also contraindicated in patients who are sensitive to sulfonamide

derivatives or those who have a history of NSAID-induced nasal polyps with broncho-

spasms.

Table 4
Acetominophen Dosages for Children of Various Ages

Age Dosage Every 4 h Maximum No. of Doses
(years) (mg) per 24 h

0–3 mo 40 5

4–11 mo 80 5

1 120 5

2–3 160 5

4–5 240 5

6–8 320 5

9–10 400 5

11 480 5

12–14 640 5

>14 650 5
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2. Dosage: To relieve pain associated with osteoarthritis, the dose is 200 mg every day

or 100 mg twice a day. To relieve pain from rhematoid arthritis, the dose is 100–200

mg twice a day up to 400 mg/d.

As an adjunct medication to reduce adenomatous colorectal polyps in patients

with familial adenomatous polyposis, adults are given 400 mg twice a day. For patients

with hepatic impairment, the daily dosage should be reduced. For patients weighing

less than 50 kg, the therapy should be started with the lowest recommended dose.

3. Drug Interactions: Celecoxib interacts with the following drugs/drug classes:

a. ACE inhibitors: Celecoxib has been shown to decrease the antihypertensive effects

of ACE inhibitors, which may result in increased risk of renal failure.

b. Aspirin: Concomitant administration of celecoxib and aspirin results in increased

risk of GI complications and bleeding.

c. Lithium: Celecoxib may cause increased plasma lithium levels.

d. Oral anticoagulants: Celecoxib potentiates warfarin effect by increasing prothrombin

time and thus the risk of bleeding.

e. Fluconazole: The coadministration of fluconazole and celecoxib results in increased

plasma levels of the latter.

f. Furosemide and thiazide diuretics: Celecoxib has been shown to decrease the diure-

tic effects of these drugs, which may result in increased risk of renal failure.

g. Fluconazole: Concomitant administration of celecoxib and fluconazole results in

increased plasma levels of celecoxib.

1.8.2. Rofecoxib

Rofecoxib is a furanone derivative. It is highly selective COX-2 inhibitor (31,32).

It possesses antiinflammatory properties and appears to have analgesic and antipyretic

effects as well. It is well-absorbed. It is less protein-bound than celecoxib. Its rela-

tively long half-life (17 h) allows for a once-a-day dosing regimen. Like celecoxib,

because it is selective COX-2 inhibitor, the GI adverse effects associated with this agent

are minimal. Its other adverse effects are typical of other NSAIDs. Rofecoxib is metab-

olized primarily by cytosolic hepatic enzymes. At the time of writing this chapter, it was

reported that the FDA is investigating reports that rofecoxib may be linked to rare

cases of aseptic (nonbacterial) meningitis in humans.

1. Preparations, Therapeutic Indications, and Contraindications: Rofecoxib is avail-

able in 12.5- and 25-mg tablets and oral suspensions of 12.5 mg/5 mL and 25 mg/5 mL.

It is indicated for the treatment of osteoarthritis and for the management of acute pain

and primary dysmenorrhea (33,34). As with celecoxib, rofecoxib is contraindicated in

patients allergic to aspirin, rofecoxib or its components, or other NSAIDs. It is also con-

traindicated in patients who have a history of NSAID- or iodide-induced nasal polyps,

angioedema, asthma, bronchospasm, rhinitis, or urticaria.

2. Dosage: To treat osteoarthritis, adults receiving oral suspension or tablets are given

an initial dose of 12.5 mg every day, which may be increased, if needed, to 25 mg every

day, up to a maximum of 50 mg/d. To manage acute pain and primary dysmenorrhea,

adults are given 50 mg of rofecoxib in an oral suspension or tablet form every day for

up to 5 d.

3. Drug Interactions: In addition to the drugs/drug classes listed under celecoxib, rofe-

coxib interacts with the following agents:

a. Methotrexate: As with most COX inhibitors, the coadministration of rofecoxib and

methotrexate increases the plasma levels of methotrexate.



362                                                     Abukhalaf et al.

b. Rifampin: It has been shown to decrease the plasma levels, and probably effective-

ness, of rofecoxib.

c. Cimetidine: The coadministration of cimetidine and rofecoxib results in increased

plasma levels of the rofecoxib.

1.8.3. Other COX-2 Selective Inhibitors

There are a number of COX-2 selective inhibitors that are still under investigation.

Of these, valdecoxib appears to be the most promising (35). Recombinant enzyme

assays suggest that valdecoxib is a significantly more potent and selective COX-2 inhib-

itor than celecoxib or rofecoxib.

1.9. Selecting the Right NSAID

Prescription and OTC NSAIDs are available from many different sources and in

many strengths. Patients should take the minimum dosage to which they achieve a

satisfactory clinical response. As with other medications, there is substantial individ-

ual variation in clinical response to NSAIDs. For this reason, patients should be aware

that what works for others may not work for them and vice versa. Additionally, patients

who are on other medications such as warfarin should consider NSAIDs (ibuprofen or

tolmetin) that do not interact with oral anticoagulants. Also, if compliance is a problem,

NSAIDs that do not require frequent dosing may increase compliance. Furthermore,

there is no relationship between the price of the NSAID and its clinical effectiveness

(36). Likewise, there is no relationship between the price of the NSAID and the inci-

dence of adverse effects. Although newer NSAIDs may not be associated with signifi-

cant GI adverse effects, they may exert toxic effects in other ways.

2. DISEASE-MODIFYING ANTIRHEUMATIC DRUGS (DMARDS)

Unlike COX inhibitors, which only provide symptomatic relief and do not influ-

ence the progression of the disease, most DMARDs have been shown to slow the pro-

gression of bone and cartilage damage in osteoarthritis and rheumatoid arthritis (37,38).

These agents may induce remission but cannot repair existing damage. The effects of

some of these medications may take up to 6 mo before they become evident (39,40).

This is why these medications are sometimes referred to as “slow-acting drugs.” The

various DMARD subclasses are shown in Table 5. These therapeutic agents are used

for the treatment of patients with severe rheumatic disorders that have not responded

adequately to COX inhibitors (41).

2.1. Immunosuppressive Drugs

2.1.1. Methotrexate

Methotrexate is an antineoplastic and immunomodulating agent that has several

mechanisms of action (42). As a folic acid analog, it inhibits dihydrofolate reductase,

thereby limiting the availability of tetrahydrofolate for DNA synthesis. Thus, the rep-

lication of T lymphocytes and other rapidly dividing cells that play a role in the inflam-

matory process is inhibited. Additionally, it interferes with the migration of PMNs to

the site of inflammation. Methotrexate also reduces the production of free radicals and

inhibits the production of some cytokines (43).
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Table 5
Disease Modifying Antirheumatic Drugs

Interleukin
Receptor

Immunosuppressants Antimalarial Alkylating Agents Gold Anti-TNF-� Antagonists Other

Methotrexate Chloroquine Chlorambucil Aurothiomalate Infliximab Anakinra Penicillamine

Cyclosporin Hydroxychloroquine Cyclophosphamide Aurothioglucose Etanercept Sulfasalazinea

Azathioprine Auranofin

Leflunomide

aProdrug.
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Methotrexate is approximately 70% absorbed when taken orally. Compared to

other DMARDs, it is well tolerated. Its adverse effects include GI toxicity including

ulcerative colitis and diarrhea, nausea, mucosal ulcers, cytopenias, liver cirrhosis, acute

pneumonia-like syndrome, and dose-related hepatotoxicity.

2.1.1.1. PREPARATIONS, THERAPEUTIC INDICATIONS, DOSAGE, AND CONTRAINDICATIONS

Methotrexate is available in 2.5-mg tablets. It is indicated for the treatment of

rheumatoid arthritis. The dose ranges between 7.5 and 20 mg once per week. The most

common dosage, though, is 15 mg per week. It is contraindicated in pregnancy, breast-

feeding mothers, and patients hypersensitive to methotrexate or its component.

2.1.1.2. DRUG INTERACTIONS

Methotrexate interacts with a number of drugs/drug classes including:

1. Bone marrow depressants: The combination of bone marrow depressants and metho-

trexate may result in the potentiation of the effects of these agents.

2. Folic acid: The administration of folic acid and methotrexate may decrease the effect

of the latter.

3. Hepatotoxic agents: Concomitant administration of hepatotoxic agents and methotrex-

ate increases the risk of hepatotoxicity.

4. Neomycin: It has been shown to decrease the absorption of many drugs including metho-

trexate.

5. Conventional NSAIDs: The combination of methotrexate and any of the COX inhibi-

tors may increase the risk of methotrexate toxicity.

6. Sulfonamides: The concomitant administration of sulfonamides and methotrexate in-

creases the risk of hepatotoxicity.

7. Vaccines: The combination of killed-virus or live-virus vaccine with methotrexate may

increase the risk of infection.

2.1.2. Cyclosporin

Cyclosporin is an immunosuppressant (44). It exerts its effect by inhibiting the

proliferation of T lymphocytes, inhibiting the release of interleukin-2 and tumor necro-

sis factor-� (TNF-�). The cyclosporin-binding protein, cyclophilin, may play a role

in cyclosporin’s actions. It is indicated for the treatment of rheumatoid arthritis. It is

also indicated for the prevention of graft rejection. The main adverse effects associated

with cyclosporin are nephrotoxicity, liver dysfunction, and in some cases lymphoma.

2.1.2.1. PREPARATIONS, THERAPEUTIC INDICATIONS, AND DOSAGE

Cyclosporin is available in 25-mg and 100-mg capsules and 100-mg/mL oral solu-

tion. It is indicated for the treatment of severe and active rheumatoid arthritis. Adults

receive 25 mg/kg/d in divided doses every 12 h. After 8 wk, this dose should be increased

by 0.5–0.75 mg/kg/d, and again after 12 wk. The maximum dosage is 4 mg/kg/d.

Cyclosporin is contraindicated in patients with compromised renal function, neo-

plastic diseases, and uncontrolled hypertension. It is also indicated in patients who are

hypersensitive to cyclosporin or any of its components.

2.1.2.2. DRUG INTERACTIONS

Cyclosporin interacts with a wide array of therapeutic agents including aminogly-

cosides, amphotericin B, calcium channel blockers, erythromycin and other antibiotics,
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oral contraceptives, colchicines, sulfonamides, digoxin, foscarnet, HMG-CoA reductase

inhibitors (statins), various NSAIDs, probucol, terbinafine, and metoclopramide. Most

of the drug interactions involving cyclosporin result in increased toxicity especially

nephrotoxicity.

2.1.3. Azathioprine

Azathioprine is an immunosuppressive agent. It is a purine analog whose primary

metabolite, 6-thioinosinic acid, inhibits the synthesis of inosinic acid and suppresses

T- and B-cell functions. It is primarily indicated to prevent graft rejection. It is also indi-

cated for the treatment of severe cases of rheumatoid arthritis and other inflammatory

diseases such as systemic lupus erythematosus. Like other DMARDs, it has a slow

onset of action. As with other immunosuppressant agents, the main adverse effects asso-

ciated with azothioprine are bone marrow suppression, increased risk of infections,

and less frequently malignancies.

2.1.3.1. PREPARATIONS, THERAPEUTIC INDICATIONS, AND DOSAGE

Azathrioprine is available as azathioprine sodium in 50-mg tablets. It is indicated

for the treatment of rheumatoid arthritis. Adults are given an initial dose of 1 mg/kg/d

(50–100 mg/kg/d) as either a single dose or divided into two doses per day, for 6–8

wk. If there are no therapeutic effects and/or adverse effects from the initial dose, the

dosage should be increased 0.5 mg/kg every 4–6 wk up to 2.5 mg/kg. The optimal dose

is 2–2.5 mg/kg/d. If the patient also takes allopurinol, the dosage must be reduced to

25–33% of the usual dosage.

Azathioprine is contraindicated in patients who are hypersensitive to the drug.

2.1.3.2. DRUG INTERACTIONS

Azathioprine interacts with several therapeutic agents, including ACE inhibitors,

and agents that affect bone marrow development. It also interacts with allopurinol, anti-

coagulants, methotrexate, cyclosporin, and nondepolarizing neuromuscular blockers.

2.1.4. Leflunomide

Leflunomide is a new orally administered immunosuppressive agent that has

proven effective in the treatment of rheumatoid arthritis. Its efficacy is comparable to

that of methotrexate. Its active metabolite (A77-1726) inhibits the de novo synthesis

of ribonucleotides resulting in arresting the cell cycle at the G1 phase. This prevents

the proliferation of activated T lymphocytes and interferes with the functions of B cells.

The main adverse effects associated with leflunomide are diarrhea and elevation plasma

levels of liver enzymes. It can be taken concomitantly with methtrexate in patients

who did not respond to the latter agent alone.

2.1.4.1. PREPARATIONS, INDICATIONS, AND DOSAGE, AND CONTRAINDICATIONS

Leflunomide is available in 10-, 20-, and 100-mg tablets. It is indicated for the

treatment of rheumatoid arthritis. The loading dose is 100 mg/d followed by a mainte-

nance dose of 20 mg/d. The 10-mg tablet is used for dose adjustment, if necessary.

Leflunomide is contraindicated in pregnancy and in patients hypersensitive to leflu-

nomides or its components.
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2.1.4.2. DRUG INTERACTIONS

Leflunomide interacts with a number of drug/drug classes including azathiprine,

charcoal, cholestyramine, cyclosporin, ethanol, fosphenytoin, isoniazid, ketoconazole,

methotrexate, NSAIDs, phenytoin, rifampin, sulfasalazine, tacrine, tolbutamide, troglita-

zone, live-virus vaccines, and warfarin.

2.2. Gold

Like methotrexate, gold preparations have been shown to reduce pain and slow

the progression of bone and articular destruction (45). Its mechanism of action is not

fully understood. However, it is believed to inhibit the lysosomal enzymes, reduce

histamine release from mast cells, and suppress the phagocytic activity of polymor-

phonuclear leukocytes. Typical of most DMARDs, it has a slow onset of action with a

latency period of 3–4 mo. Due to its toxic effects, it has a high rate of discontinuance.

However, if clinical response is achieved without serious toxicity, it can be continued

indefinitely. Its total-body half-life is approximately 1 yr. It accumulates in the syn-

ovial membranes, liver, kidney, adrenal glands, spleen, bone marrow, and lymph nodes.

It persists in the renal tubules for many years. There is no correlation between gold

salt concentration and therapeutic or toxic effects.

The main adverse effects associated with gold therapy include pruritic dermatitis,

eosinophelia, thrombocytopenia, leukopenia, diarrhea, metallic taste in the mouth, skin

pigmentation, blood dyscrasias, and rarely proteinuria.

2.2.1. Preparations and Contraindications

Aurothiomalate is available in 25- and 50-mg ampules. Aurothioglucose is avail-

able as a 500-mg/10 mL multidose vial. Both aurothiomalate and aurothioglucose are

parenteral gold preparations usually given by deep muscular injection. Auranofin is

an oral preparation that is available in 3-mg capsules. Gold therapy is indicated for

patients with active rheumatoid arthritis and in patients who have not responded to con-

ventional NSAIDs. Adults are given auranofin at an initial dose of 6 mg every day or

3 mg twice daily. If necessary, the maintenance dose can be raised to 9 mg/d after 3 mo

of treatment. In children age 6 and older, the initial dose is 0.1 mg/kg/d and the mainte-

nance dose is 0.15 mg/kg/d, up to a maximum of 0.2 mg/kg/d. Drug must be discon-

tinued if clinical response is not achieved after 3 mo at 9 mg/d.

Parenteral gold is given intramuscularly in doses of 50 mg/wk for 20 wk. If clin-

ical response is achieved without serious adverse effects, the drug can be continued

indefinitely by lengthening the dosing intervals from weekly to biweekly, and then to

a monthly dosing regimen.

Gold therapy is contraindicated in pregnancy, and in patients with colitis, bone

marrow aplasia, serious liver and kidney disease, and blood dyscrasias.

2.2.2. Drug Interactions

The concomitant administration of gold salts and phenytoin may result in increased

plasma phenytoin levels.

2.3. Alkylating Agents

Chlorambucil and cyclophosphamide are the most frequently used alkylating

agents in patients with rheumatoid arthritis. Cyclophosphamide and the primary metab-
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olite of chlorambucil interfere with cell replication by crosslinking to their DNA. They

are indicated for the management of rheumatoid arthritis, and in patients with systemic

lupus erythomatosus and/or vasculitis. Their main adverse effects include leukemia,

and dose-dependent infertility and bone marrow suppression.

2.3.1. Preparations and Dosage

Chlorambucil is available in 2-mg tablets. The usual oral dosage is 0.1–0.2 mg/kg/

d for 3–6 wk. This usually amounts to 4–10 mg/d for the average patient. The entire

daily dose may be given at one time. The dosage must be carefully adjusted according

to the response of the patient and must be reduced as soon as there is an abrupt fall in

white blood cell count.

Cyclophosphamide is available in 25- or 50-mg tablets. For rheumatoid arthritis,

cyclophosphamide is given as 50–150 mg daily in a single dose. It should be taken with

breakfast, and lots of fluid should be taken throughout the day.

2.3.2. Drug Interactions

Chlorambucil interacts with a number of therapeutic agents including anticoag-

ulants, barbiturates, digoxin, filgrastim (G-CSF), immunosuppressive agents, NSAIDs,

platelet inhibitors, salicylates, sargramostim (GM-CSF), strontium-89 chloride, throm-

bolytic agents, and live-virus vaccines.

Cyclophosphamide interacts with anthracyclines, anticoagulants, antithymocyte

globulin, barbiturates, bupropion, carbamazepine, cocaine, desmopressin, digoxin, eta-

nercept, filgrastim (G-CSF), fosphenytoin, immunosuppressive agents, infliximab, mibe-

fradil, mitotane, mivacurim, NSAIDs, phenytoin, platelet inhibitors, rifabutin, rifampin,

rifapentine, salicylates, sargramostim (GM-CSF), St. John’s wort, strontium-89 chloride,

succinylcholine, tamoxifen, thrombolytic agents, trastuzumab, and live-virus vaccines.

2.4. Antimalarial Agents

Chloroquine and its major metabolite hydroxychloroquine are the main antimalar-

ial drugs used in rheumatoid arthritis. They have been shown to cause remission of

rheumatoid arthritis but are incapable of retarding the progression of the bone and artic-

ular damage. In addition to rheumatoid arthritis, they are also indicated in systemic

lupus erythematosus. The mechanisms of their antiinflammatory actions are not well

understood. However, they are believed to decrease leukocyte migration and interfere

with the action of acid hydrolases and the functions of T lymphocytes. Also they are

believed to inhibit DNA synthesis. Hydroxychloroquine is preferred over chloroquine

in the treatment of rheumatoid arthritis and systemic lupus erythematosus because it

causes less ocular toxicity than chloroquine.

2.4.1. Preparations and Dosage

Chloroquine phosphate is available in 250- and 500-mg tablets. Hydroxychlor-

oquine sulfate is available in 200-mg tablets. For treatment of rheumatoid arthritis,

adults receive a daily dose of 400–600 mg either as one dose or divided into two. If side

effects occur, a temporary reduction in the initial dose can be made and a few days later

the dose can gradually be increased. If a good response is obtained after 4–12 wk, then

the dosage is reduced by 50% and continued at a maintenance dose of 200–400 mg/d.

Doses must be taken with food or glass of milk or water.
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2.4.2. Drug Interactions

Chloroquine and hydroxychloroquine interact with botulinum toxin Types A and

B, digoxin, kaolin (pectin), and penicillamine. Chloroquine also interacts with cime-

tidine, mefloquine, praziquantel, prilocaine, and rabies vaccine. Hydroxychloroquine

also interacts metropolol.

2.5. Sulfasalazine

Sulfasalazine is a sulfonamide. It is a prodrug that is metabolized into 5-amino-

salisylic acid and sulfapyridine. Its mechanism of action is not well understood. It is

believed, however, that sulfapyridine and/or the parent compound are responsible for

the drug’s antirheumatic effect. Adverse effects associated with sulfasalazine include

rashes, nausea, vomiting, chills, depression, fatigue, headaches, and less frequently agran-

ulocytosis aplastic anemia and leukopenia.

2.5.1. Preparations, Therapeutic Indications,

Dosage, and Contraindications

Sulfasalazine is available as 500-mg enteric-coated tablets. It is indicated for

rheumatoid arthritis, ankylosing spondylitis, inflammatory bowel diseases, and juve-

nile arthritis. For rheumatoid arthritis, adults initially are given 500–1000 mg every

day for 1 wk. Then, the dose can be increased by 500 mg/d every week, up to a maxi-

mum of 2000 mg/d in divided doses. If clinical response is not achieved after 12 wk of

therapy, the dose can be increased to 3000 mg/d. The maintenance dose is 1000 mg

every 12 h, up to a maximum of 3000 mg/d.

2.5.2. Drug Interactions

1. Bone marrow depressants: Concomitant administration of sulfasalazine and any bone

marrow depressant may result in increased leukopenic and thrombocytopenic effects

of both agents.

2. Hepatotoxic drugs: Coadministration of sulfasalazine and any hepatotoxic agent may

result in increased hepatotoxicity.

3. Methotraxate: Coadministration of methotrexate with sulfasalazine results in the poten-

tiation of the effects of the former.

4. Folic acid: Sulfasalazine has been known to increase folic acid absorption.

5. Digoxin: Sulfasalzine may inhibit digoxin absorption and thus limit its bioavailability.

6. Hydantoin, oral anticoagulants, and oral antidiabetic drugs: Sulfasalazine is known to

potentiate the therapeutic and toxic effects of these agents.

2.6. D-Penicillamine

D-Penicillamine is a metabolite of the antibiotic agent penicillin and an analog

of the sulfhydryl-containing amino acid cysteine. Its mechanism of action is not well

understood. It is believed, however, to interfere with the synthesis of collagen, DNA,

and mucopolysaccharides. As with other DMARDs, it is slow acting with a latency

period of 3–4 mo. Because it interferes with the absorption of many therapeutic agents,

it fell into disfavor. It is indicated in patients with active and severe rheumatoid arthri-

tis who have not had adequate response to conventional NSAIDs or gold therapies. Its

adverse effects include dermatitis, anorexia, vomiting, proteinuria, leukopenia, throm-

bocytopenia, aplastic anemia, autoimmune disease, and metallic taste.
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Patients on penicillamine should be closely monitored. Blood and platelet count

should be performed every fortnight. It is contraindicated in pregnancy and in patients

with renal insufficiency. Because penicillamine is a metal-chelating agent, it should

not be given in combination with gold. Also, it should not be combined with phenylbut-

azone or other cytotoxic agent.

2.6.1. Drug Interactions

Penicillamine interacts with aluminum hydroxide, antimalarial agents, antineoplas-

tic agents, gold compounds, immunosuppressive agents, iron salts, polysaccharide-iron

complex, and pyridoxine (vitamin B6).

2.7. Anti-TNF-����� Agents

2.7.1. Infliximab

It is a chimeric mouse–human monoclonal antibody that is specific to human

TNF-�. It binds TNF-�, thus blocking it from binding to its receptor. This prevents the

induction of the release of proinflammatory cytokines. As a result, a significant reduc-

tion in the migration of proinflammatory cells to the inflammation site is achieved. It

is indicated in combination to methotrexate for the treatment of rheumatoid arthritis

(46–48). It has been shown that such combination is significantly more effective in

retarding the progression of the articular damage than methotrexate alone. The main

adverse effects associated with infliximab are upper respiratory tract infection, head-

aches, nausea, cough, sinusitis, and rash.

2.7.1.1. PREPARATIONS, THERAPEUTIC INDICATIONS, AND CONTRAINDICATIONS

Infliximab is available in 100-mg vials that must be diluted with 10 mL sterile

water. This preparation should be further diluted in a total volume of 250 mL normal

saline. It is indicated for the treatment of rheumatoid arthritis and Crohn’s disease. The

dose is 5 mg/kg given as a single intravenous infusion followed by additional 5 mg/kg

at 2 and 6 wk after the first infusion. Maintenance dose is every 8 wk. It is contraindi-

cated in patients who are allergic to infliximab, its components, and/or murine proteins.

Infliximab should not be infused with any other medication or through plasticized poly-

vinyl chloride infusion devices.

2.7.1.2. DRUG INTERACTIONS

Infliximab interacts with anakinra, immunosuppressive agents, toxoids, and live-

virus vaccines.

2.7.2. Etanercept

Etanercept is a chimeric recombinant fusion protein combining the p75 region

of tumor necrosis factor receptor and the Fc region of IgG1. It binds specifically to

TNF-� and blocks it from binding to its receptor. As with infliximab, this results in a

significant reduction in the release of proinflammatory cytokines and decreased num-

ber of migrating proinflammatory cells to the inflammation site. Etanercept is as effec-

tive as methotrexate. However, it has the advantage of an earlier onset of action. It is

indicated to patients with rheumatoid arthritis who have not had adequate response to

other DMARDs (49–51). It is typically administered subcutaneously, 25 mg twice a

week. Its adverse effects are similar to those of infliximab.
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2.7.2.1. PREPARATIONS, THERAPEUTIC INDICATIONS, AND CONTRAINDICATION

Etanercept is available in 25-mg single-use vials usually given subcutaneously

twice weekly for the treatment of active rheumatoid arthritis alone or in combination

with methotrexate. Also, it can be used for the treatment of juvenile arthritis. It is con-

traindicated in patients who are sensitive to etanercept, its components, and/or hamster

proteins.

2.7.2.2. DRUG INTERACTIONS

Etanercept interacts with anakinra, azathioprine, cyclophosphamide, leflunomide,

methotrexate, toxoids, and live-virus vaccines.

2.8. Interleukin-1 Receptor Antagonists

2.8.1. Anakinra

Anakinra represents the first of a new class of DMARDs. This recombinant IL-1

receptor antagonist received FDA approval for the treatment of rheumatoid arthritis

in November of 2001. Anakinra acts by competitively inhibiting the binding of IL-1

(one of the primary proinflammatory cytokines/chemical mediators associated with rheu-

matoid arthritis) to the IL-1 receptor. This results in a significant reduction of macro-

phages and lymphocytes in the synovial tissue. Multicenter clinical trials have shown

that anakinra is effective in reducing joint pain and swelling either as a monotherapy

or in combination with methotrexate.

2.8.1.1. THERAPEUTIC INDICATIONS AND CONTRAINDICATIONS

Anakinra is indicated for the reduction of signs and symptoms of rheumatoid arthri-

tis in patients who have not responded to other DMARDs. The dosing regimen for adults

is 100 mg/d given subcutaneously. It is contraindicated in patients who are hypersensi-

tive to E. coli proteins and/or latex. Also, anakinra should not be given intramuscularly

or intravenously or to patients with renal impairment.

Generally, adverse reactions are rare. However, some patients may experience

headache, GI disturbances, sinusitis, infection, itching due to reaction at the injection

site, diarrhea, and erythema.

2.8.1.2. DRUG INTERACTIONS

Anakinra has been shown to interact with infliximab and etanercept. As a result,

the coadministration of either of these agents with anakinra is not recommended. Addi-

tionally, because anakinra interferes with the immune response mechanisms, live-virus

vaccines should not be given to patients receiving anakinra.

3. DRUGS USED IN GOUT

Gout is a metabolic disorder characterized by elevated levels of uric acid in the

plasma (hyperuricemia). Because uric acid (a product of purine metabolism) is poorly

soluble in the blood, monosodium urate crystals accumulate in tissues particularly in

the joints and kidneys. This deposition of urate crystals triggers an inflammatory pro-

cess characterized by the phogocytosis of these urate crystals by synoviocytes, the

release of chemotactic mediators, and the migration of PMNs into the affected joint.

Acute gouty attacks can involve any joint especially the first metatarso-phalangeal joint.
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3.1. Treatment of Acute Gouty Attacks

The main strategy behind the treatment of acute gouty attacks is to reduce the

inflammation as fast as possible. This is usually accomplished by the utilization of COX

inhibitors or colchicine (Table 6).

3.1.1. Indomethacin

Although most NSAIDs are effective in treating acute gouty episodes, indometha-

cin is the drug of choice for treatment of acute gout. In this context, indomethacin not

only inhibits the production of prostaglandins, but also inhibits the phagocytosis of the

monosodium urate crystals by the mononuclear phagocytes. The dosing schedule is

50 mg every 6 h until an adequate response is achieved, then the dose is reduced to 25 mg

three times a day for 5 d. The pharmacology of indomethacin is discussed in detail

elsewhere in this chapter.

3.1.2. Colchicine

Colchicine has proven effective in alleviating pain and inflammation associated

with acute gouty attacks. The mechanism of action behind its antiinflammatory effect is

its ability to bind tubulin protein of cells in the immune system (such as PMNs), thus

interfering with their migration, phagocytosis, and the release of proinflammatory medi-

ators such as leukotriene B4. Adverse reactions associated with colchicine include diar-

rhea, nausea, hair loss, and rarely dose-dependent bone marrow suppression.

3.1.2.1. PREPARATIONS AND DOSAGE

Colchicine is available in 0.5-, 0.6-, and 6-mg tablets and in injectable form (1 mg

per vial). For the prevention of acute gouty attacks, oral colchicine is given as 0.5–0.6

mg every day. The same dose can be given two or three times a day. It can also be given

as 0.5–1 mg on the first day, followed by 0.5 mg every 2 h until pain is alleviated. Par-

enteral colchicine can be given in an intravenous infusion as 0.5–1 mg every day or

twice a day. The maximum amount should not exceed 4 mg/d.

3.1.2.2. DRUG INTERACTIONS

Colchicine interacts with a number of therapeutic agents including anticoagulants,

antineoplastics, cyclosporin, NSAIDs, and vitamin B12.

Table 6
Drugs Used in Gout

Treatment of Acute
Gouty Attack                   Treatment of Chronic Gout

Uricosuric Agents Inhibitors of UA Synthesis

Indomethacina Probencid Allopurinol

Colchicine Sulfinpyrazone

Oxaprozinb

aOther NSAIDs are effective; salicylates are not recommended.
bAn NSAID.
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3.2. Management of Chronic Gouty Arthritis

The strategy behind the treatment of chronic gouty arthritis is to keep uric acid

levels in the blood below saturation (6 mg/dL or less) to prevent its accumulation in

tissues (52,53). This can be accomplished by either reducing the rate of production of

uric acid with allopurinol or increasing the rate of uric acid excretion by uricosuric

agents (Table 6).

3.2.1. Allopurinol

Allopurinol is a purine analog. As a hypoxanthine isomer, it reduces uric acid

synthesis by competitively inhibiting zanthine oxidase. This results in decreased plasma

uric acid levels and increased xanthine and hypoxanthine levels that are more soluble

in plasma and are readily excreted (Fig. 2). The main adverse effects associated with

allopurinol are GI intolerance, diarrhea, vomiting, and nausea (54).

3.2.1.1. PREPARATIONS, THERAPEUTIC INDICATIONS, DOSAGE, AND CONTRAINDICATIONS

Allopurinol is available in 100- and 300-mg tablets and in parenteral form. It is

indicated for the treatment of gout. It is given as 100 mg/d until plasma uric acid levels

subside to 6 mg/dL or less. Parenterally, it is administered as 200–400 mg/m2/d as a sin-

gle infusion or in divided infusions two, three, or four times a day.

3.2.1.2. DRUG INTERACTIONS

It potentiates the effects of 6-mercaptopurine, azathioprine, dicumarol, and war-

farin. It also interacts with ACE inhibitors, amoxicillin, ampicillin, chlorpropamide,

cyclophosphamide, thiazide diuretics, and with vitamin C when taken in large doses.

3.2.2. Uricosuric Agents

Uricosuric agents are those agents that—at large concentrations—increase the

rate of excretion of uric acid by inhibiting its reabsorption at the active anionic trans-

port sites in the proximal renal tubules (55). This results in decreased urate levels in

the plasma. These agents should not be used in patients who already secret large quan-

tities of uric acid in order to prevent the formation of uric acid calculi in the kidney.

Uricosuric therapy is indicated only after several gouty attacks have occurred, evidence

of tophaceous gout becomes clear, or when uric acid concentration is at a level that

causes tissue damage.

It is important to note that aspirin and other salicylates are contraindicated in

patients with gout because at low doses (analgesic doses) salicylates inhibit the secre-

tory transporters of uric acid resulting in its retention (56). In case other NSAIDs cannot

be tolerated, aspirin can be given to patients with gout. However, it must be adminis-

tered in high doses (antiinflammatory doses) because at high doses salicylates have

been shown to reduce the rate of reabsorption of uric acid by active transport sites in

the renal proximal tubule.

Fig. 2. Inhibition of purine metabolism by allopurinol.
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3.2.2.1. PROBENECID

Probenecid is a sulfonamide derivative. It is available in 500-mg tablets. It is indi-

cated for the treatment of chronic gouty arthritis and hyperuricemia due to chronic gout.

It is given in 250-mg dose twice a day for 1 wk, then increased to a maintenance dose

of 500 mg twice a day. The dose can be increased until uric acid excretion surpasses

700 mg/d. Maximum dose should not exceed 3 g/d.

Adverse effects associated with probenecid include dizziness, headache, anorexia,

vomiting, nausea, facial flushing, and rash. It is contraindicated in patients who are less

than 2 yr old, are with blood dyscrasias, have renal calculi, or are hypersensitive to pro-

benecid or its components.

3.2.2.1.1. Drug Interactions. Probenecid may increase the effects of a wide array

of therapeutic agents, including acyclovir, allopurinol, antineoplastics, zidovudine,

thiopental, sulfonylureas, rifampin, sulfonamides, riboflavin, aminosalicylate sodium,

cephalosporins, ciprofloxacin, clofibrate, dapsone, ganciclovir, imipenem, methotrex-

ate, nitrofurantoin, norfloxacin, penicillins, diazoxide, mecamylamine, pyrazinamide,

furosemide, dyphilline, lorazepam, and NSAIDs, by slowing their normal removal via

the kidney.

3.2.2.2. SULFINPYRAZONE

Sulfinpyrazone is a pyrazalone derivative. It is available in 100-mg tablets and

200-mg capsules. It is indicated for the treatment of chronic gouty arthritis. It is given

as 100–200 mg/d progressing to 400 mg twice a day until plasma urate level is under

control. Its adverse effects include dizziness and rash. It is contraindicated in patients

with peptic ulcer disease, blood dyscrasias, or hypersensitivity to sulfinpyrazone or

its components.

3.2.2.2.1. Drug Interactions. Sulfinpyrazone interacts with several therapeutic

agents including acetaminophen, salicylates, antineoplastics, cefamandole, cefoperazone,

cefotetan, moxalactam, plicamycin, valproic acid, diazoxide, mecamylamine, pyrazina-

mide, hydantoin, niacin, nitrofurantoin, NSAIDs, oral anticoagulants, antiplatelet drugs,

oral antidiabetic drugs, probenecid, theophilline, and verapamil.

3.2.2.3. OXAPROZIN

Oxaprozin is a nonselective COX inhibitor that possesses mild uricosuric effects.

This agent is discussed in detail under NSAIDs.
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1. INTRODUCTION

The relationships and interactions between foods, the nutrients they contain, and

drugs are gaining recognition in the health care and medical fields. Certain foods and

specific nutrients in foods, if ingested concurrently with some drugs, may affect the

overall bioavailability, pharmacokinetics, pharmacodynamics, and therapeutic efficacy

of the medications. Furthermore, the therapeutic efficacy of many drugs depends on

the nutritional status of the individual. In other words, the presence or absence of some

nutrients in the gastrointestinal tract and/or in the body’s physiological system, such

as in the blood, can enhance or impair the rate of drug absorption and metabolism. All

of these types of interactions are considered to be nutrient–drug interactions.

There are also drug–nutrient interactions, which means that the presence of some

drugs can significantly affect the food and nutrient metabolism and bioavailability in

humans. Medications can alter appetite and taste, and also change the absorption and

metabolism of nutrients. This can lead to impaired nutritional status, such as depletion

of some minerals and vitamins from the digestive system, and sometimes weight prob-

lems. There are many clinical issues and questions regarding drug–nutrient interactions

that require further research. However, there is already enough evidence to conclude

that some drugs affect nutritional status, sometimes adversely, and that nutritional fac-

tors can alter the therapeutic efficacy of some drugs significantly. This chapter describes

some of more common interactions between food and drugs.

2. PHARMACOLOGICAL AND NUTRITIONAL ASPECTS

In this chapter, drugs refer to the chemical formulations used to prevent or treat

disease conditions, i.e., those that are prescribed or are over-the-counter medications.
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Nutrients are considered to be the chemicals found in foods that are essential for the

normal physiological functions of the human body and optimal health. Therefore, these

two groups of chemicals may simply interact with each other when they are present at

the same time within the human body.

As an example of how this interaction can occur, the metabolism or biotransforma-

tion of many drugs in the liver depends on enzyme systems such as the mixed-function

oxidase system (MFOS), a multienzyme system responsible for the metabolism of

drugs and other foreign compounds. This system includes cytochrome P450, nicotin-

amide-adenine-dinucleotide-phosphate (NADPH), cytochrome P450 reductase, and

phosphatidylcholine among others. Microsomal cytochrome P450 monooxygenase sys-

tem metabolizes many drugs by hydroxylation. Both NADH and NADPH donate reduc-

ing equivalents.

Example: DRUG-H + O2 + 2Fe2+ (P450) + 2 H+ � DRUG-OH + H 2O + 2Fe3+ (P450)Hydroxylase

Oxygen is also needed as shown in the equation. Drugs such as aminopyrine, anil-

ine, bezphetamine bezypyrene, and morphine are metabolized by this system. Some

drugs such as phenobarbital can induce the formation of microsomal enzymes and cyto-

chrome P450.

Phosphatidylcholine, or lecithin, a phospholipid, is indirectly involved in the bio-

transformation of drugs or detoxification whereby the drugs are transformed from lipid-

soluble molecules into water-soluble molecules. Phosphatidylcholine is a constituent

of natural membranes and it participates in complex cellular signaling events for detoxi-

fication. Detoxification in the liver is divided into two phases. In phase I, cytochrome

P450 enzymes act on toxins to oxidize, reduce, or hydrolyze them, after which some of

them can be excreted. In phase II, conjugation enzymes covert toxins to water-soluble

forms for excretion or elimination.

Many essential nutrients are required for the optimal function of this enzyme

system. For example, low levels of protein, essential amino acids, ascorbic acid, reti-

nol, tocopherol, and other nutrients in the diet and in the body’s physiological system

can decrease the function of this enzyme system in the liver. The presence of some

drugs, with certain nutrients in food or in supplements, can lead to biochemical interac-

tions that alter the absorption and metabolism of drugs or nutrients in this vital organ.

Awareness of these interactions and provision of the appropriate interventions can

optimize the effectiveness and minimize the toxicities of medications.

3. NUTRIENT–DRUG INTERACTIONS

Nutrient–drug interactions can occur in three phases, which are described in this

section.

3.1. Pharmaceutical Phase:

The Initial Phase of Drug Dissolution and Disintegration

Some foods and nutrients that influence the luminal pH may impact drug dissolu-

tion and disintegration and, therefore, the acidity of these foods may alter the effective-

ness and solubility of certain drugs. For example, high levels of ascorbic acid (vitamin

C) can change the pH of the gastrointestinal (GI) tract and therefore influence the solu-
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bility of certain medications. One drug affected by gastric pH is saquinavir, a protease

inhibitor for HIV treatment. Its bioavailability increases by solubilization induced by

changes in the gastric pH. Foods that raise gastric pH, on the other hand, can also pre-

vent dissolution of some drugs such as isoniazid.

3.2. Pharmacokinetic Phase: Absorption,

Transport, Distribution, Metabolism, and Excretion of Drugs

The pharmacokinetic phase, the more studied stage of nutrient–drug interactions,

is the study of the absorption, distribution metabolism, and excretion of drugs. The most

significant nutrient–drug interactions involve the absorption process. The intestine, a

primary absorptive organ, plays an important role in drug absorption at many levels.

Intestinal functions, such as motility, or the affinity of drugs to attach to intestinal car-

rier systems, can influence the rate and degree of drug absorption. Foods and the nutri-

ents within foods can accelerate (Table 1) or reduce (Table 2) drug absorption and hence

alter the bioavailability of drugs (1).

Foods that affect the degree of ionization and solubility or chelating reaction (i.e.,

form an inactive complex) change the drug absorption significantly. Examples of chelat-

ing reactions are:

1. Combination of tetracycline with divalent minerals, such as calcium in milk or antacids.

Calcium may affect absorption of quinolones adversely. Therefore, the ingestion of

foods rich in calcium should be avoided in the presence of antimicrobial medications.

2. Reactions between iron (ferrous or ferric) and tetracycline, fluoroquinolone antibiotics,

ciprofloxacin (Cipro), ofloxacin (Floxin), lomefloxacin (Maxaquin), and enoxacin (Pene-

trex). Furthermore, the bioavailability of ciprofloxacin and ofloxacin were reduced by

52 and 64%, respectively, in the presence of iron.

3. Zinc and fluoroquinolones may result in inactive compounds and therefore decreased

absorption of drugs (2).

Table 3 summarizes some important food–drug interactions.

The rate of gastric emptying is significantly influenced by the composition of the

food ingested. This rate, consequently, can affect the bioavailability of the drugs. High-

fiber and high-fat foods are known to normally delay the gastric emptying time. Some

drugs, such as nitrofurantoin and hydralazine, are better absorbed when gastric empty-

ing is delayed because of longer exposure to the low pH of the stomach. Other drugs,

such as L-dopa, penicillin G, and digoxin, degrade and become inactive when they are

exposed to the low pH of the stomach for a long time.

The sodium-restricted diet prescribed for individuals with high blood pressure can

also enhance renal tubular absorption of certain drugs, such as the antipsychotic lithium,

leading to toxic blood levels (3). On the other hand, sodium restriction indicated for

individuals with high blood pressure may interfere with the antihypertensive action

of diuretics, �-blockers, and angiotensin-converting enzyme (ACE) inhibitors. This

may have the opposite effect in individuals taking calcium antagonists, nifedipine and

verapamil.

The full extent of drug interaction with grapefruit juice is still unclear and more

scientific research is needed to clarify the effects of different components in grapefruit

juice on specific drugs. Some drugs become more bioavailable when taken with grape-
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Table 1
Examples of Food (Nutrient) Interactions

That Accelerate the Absorption of Some Drugs

Drug Mechanism Remarks

Carbamazepine Increased bile production: enhanced dissolution Take with food

and absorption

Diazepam Food enhances enterohepatic recycling of drug: None

increased dissolution secondary to gastric

acid secretion

Dicumerol Increased bile flow; delayed gastric emptying Drug taken with meal

permits dissolution and absorption

Erythromycin Unknown Take with food

Griseofulvin Drug is lipid soluble, enhanced absorption Take with high-

fat foods, or suspend

in corn oil unless

contraindicated.

Hydralazine Food reduces first-pass extraction and Take with food

metabolism, blocks enzymatic transformation

in GI tract

Hydrochlorothiazide Delayed gastric emptying enhances absorption Take with food

from small bowel

Labetalol Food may reduce first-pass extraction and Take with food

metabolism

Lithium citrate Purgative action decreases absorption Take on full stomach

Metaprolol Food may reduce first-pass extraction and Take with food

metabolism

Nitrofurantoin Delayed gastric emptying permits dissolution Take with food

and increased absorption

Phenytoin Delayed gastric emptying and increased bile Always take the

production improves dissolution and same time in

absorption relation to meals

Propoxyphene Delayed gastric emptying improves dissolution Take with food

and absorption

Propranolol Food may reduce first-pass extraction and Take with food

metabolism

Spironolactone Delayed gastric emptying permits dissolution Take with food

and absorption; bile may solubilize

Data from (1).

fruit juice and therefore should not be taken at the same time. The flavonoid, naringenin,

in grapefruit and its mechanism of inhibiting metabolic enzymes is reported to be the

key component (4). However, other components such as quercetin (also found in straw-

berries) and furocoumarin derivatives have also been found to inhibit some drug oxi-

dation in humans. A more recent report indicated that constituents of grapefruit juice

not only may influence intestinal drug metabolism, but also can interfere with the secre-

tary transport system in the intestine such as P-glycoprotein (5). Another study com-

pared the red-wine interaction with cisapride and grapefruit juice and found that the

identical volume of red wine produced minor changes in cisapride pharmacokinetics
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Table 2
Examples of Food (Nutrient) Interactions That Delay the Absorption of Some Drugs

Drug Mechanism Remarks

Acetaminophen High pectin foods act as absorbent and Take on empty

protectant stomach if not

contraindicated

Ampicillin Reduction in stomach fluid volume Take with water

Amoxicillin Reduction in stomach fluid volume Take with water

Aspirin Direct interference; change in gastric pH Taking on empty

stomach is not

advisable

Atenolol Mechanism unknown, possibly physical Take on empty

barrier stomach if tolerated

Captopril Mechanism unknown Take before meals

Cephalosporins Mechanism unknown None

Chlorpromazine Drug undergoes first-pass metabolism in gut: None

delayed gastric emptying affects bioavailability

Cimetadine Mechanism unknown May not be clinically

significant

Digoxin High-fiber, high-pectin foods bind drug Take drug same time

with relation to

food

Avoid taking with

high-fiber foods

Erythromycin Mechanism unknown; also impaired by water None

   stearate

Furosemide Mechanism unknown May not be clinically

significant

Glipizide Unknown Affects blood

glucose; more potent

when taken half

hour before meals

Isoniazid Food raises gastric pH preventing dissolution Take on empty

and absorption; also delayed gastric emptying stomach if tolerated

Levodopa Drug competes with amino acids for absorption Avoid taking drug

transport with high-protein

foods

Lincomycin Mechanism unknown Take on empty

stomach; food

impairs absorption

Methyldopa Competitive absorptions Avoid taking with

high-protein foods

Metronidazole Mechanism unknown None

Nafcillin Mechanisms unknown: may be alteration Take on empty

of gastric fluid on pH stomach

Penicillamine May form chelate with calcium or iron Avoid taking with

taking with dairy

products or iron-rich

foods or supplements

(continued)
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despite some inhibition of cytochrome P450 P3A4 (CY P3A4) in most individuals (6).

The interactions of the many compounds in grapefruit juice with cyclosporine have been

studied more extensively. Drugs such as some calcium channel blockers and the anti-

histamine terfenadine, and some antiviral agents such as saquinavir are examples of

those that are affected in the presence of grapefruit juice (7). Table 4 provides some

examples of drugs that have demonstrated some interaction with grapefruit (8).

Drugs are eliminated from the body unchanged or as metabolites primarily by the

kidneys, lungs, or GI tract via bile. The drug excretion can also be affected by dietary

nutrients, such as protein and fiber, or nutrients that influence the urinary pH.

3.3. Pharmacodynamic Phase:

The Physiologic and Psychological Response to Drugs

The mechanism of a drug action depends on its agonist or antagonist activities,

which will enhance or inhibit the normal metabolic and physiologic functions in the

human body. Drugs, therefore, can produce desirable or undesirable effects. The magni-

tude of these effects is influenced by the drug’s absorption, distribution, biotransforma-

tion, and excretion and some nutrients can alter all these stages (9). For example, the

anticlotting medication warfarin (Coumadin), structurally similar to vitamin K, opposes

clotting by interfering with vitamin K’s action. Therefore, the warfarin dose should be

Table 2 (continued )

Drug Mechanism Remarks

Penicillin G Delayed gastric emptying; gastric acid Take on empty

degradation; impaired dissolution stomach

Penicillin VK More rapid dissolution in gastric fluids Take on empty

stomach with full

glass of water

Piroxicam Mechanism unknown None

Propantheline Mechanism unknown Evaluate take with

meals directions

Quinidine Possibly protein binding May take with food to

prevent GI upset

Rifampin Mechanism unknown: conflicting reports Absorption limited

with dose less than

150 mg: unaffected

dose greater than

700 mg

Sulfonamides Mechanism unknown: may be physical Taking with meals

barrier may prolong gastric

emptying

Tetracyclines Binds with calcium ions or iron salts Take 1 h before, 2 h

forming insoluble chelates after meals; do not

take with milk

Valproic acid Mechanism unknown Delayed absorption

may give uniform

blood levels

Data from (1).
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Table 3
Some Important Food–Drug Interactions

                                Nutrient
Drug Type Effect of Interaction Recommendation

Azithromycin Food Decreased absorption of Space drug and nutrient

   (Zithromax) azithromycin reducing at least 2 h apart

bioavailability by 43%

and maximum concentration

by 52%

Captopril (Capoten) Food May decrease absorption of Take drug on an empty

captopril stomach or consistently

at the same time each day

Erythromycin Food Decreased absorption of Space drug and nutrient at

erythromycin base or stearate least 2 h apart

Fluoroquinolones Iron, Decreased absorption Space drug and nutrient at

Mg++ of fluroquinolones least 2 h apart

Ciprofloxacin (Cipro) Zn++, due to complextaion

Ca++ with divalent cations

Mg++

Ofloxacin (Floxin) Zn++

Lomefloxacin (Maxaquin)

Enoxacin (Penetrex)

Isoniazid Food May delay and decrease Space drug and nutrient at

absorption of isoniazid least 2 h apart

MAOIsa Food Hypertensive crisis Avoid foods high in

protein and tyramine,

Phenelzine (Nardil) including aged, fermented,

Isocarboxazid (Marplan) pickled, or smoked foods

Tranylcypromine (Parnate)

Oral penicillins Food Decreased absorption of Space drug and nutrient at

penicillins least 2 h apart

Zidovudine (Retrovir) Food Decreased concentration of Space drug and nutrient at

zidovudine least 2 h apart

Sucralfate (Carafate) Food Decreased effect of sucralfate, Administer drug 1–2 h

binding of sucralfate to before meals

protein components of food

Tetracycline Dairy Decreased absorption of Space drug and nutrient at

or iron tetracycline as a result least 2 h a part

of chelation

Theophylline High- Rate of absorption can be Avoid concomitant

Timed Release fat affected, causing elevated administration food high

  (Theo-Dur Sprinkle, diet theophylline concentrations in fat content or medicine

  Theo-24, Uniphyl) 1 h before eating

Warfarin, Food Vitamin K can antagonize the Maintain a balanced diet

  (Coumadin, high effect of warfarin without abrupt intake of

  Panwarfin) in large amounts of foods

Vitamin K rich in vitamin K

aMAOIs = monoamine oxidase inhibitors.
Data from (2).



386                                                                               Wunderlich

Table 4
Grapefruit and Drug Interactionsa

Drug Interaction

Calcium channel blockers

Amlodopine (Norvasc) Yes

Felodopine (Plendil) Yes

Nifedipine (Procardia) Yes

Nimodopine (Nimotap) Yes

Nisoldipine (Sular) Yes

Diltiazem (Cardizem) No

Verapamil (Calan, Isoptin) No

HMG-CO inhibitors (statin)

Atorvastatin (Lipitor) Yes

Cervastatin (Baycol) Yes

Lovastatin (Mevacor) Yes

Simvostatin (Zocor) Yes

Fluvastatin (Lescol) ? No

Pravastatin (Pravacol) ? No

Others

Sildenafil (Viagra) Yes

Diazepam (Valium) Yes

Buspirone (Buspar) Yes

Quinidine No

Prednisone No

Quinine No

Ethenil estradiol No

aThis is a partial list; many other medications are
being investigated.

Data from (8).

high enough to counteract vitamin K. Individuals taking this medication should be

consuming the same amount of vitamin K per day as recommended. The antineoplastic

drugs that heavily rely on oxidizing properties to kill tumor cells, for example, have an

antagonistic relationship with high doses of vitamin C, an antioxidant. Another exam-

ple is methotrexate; similar structurally to the B vitamin folate, it can cause severe

folate deficiency. Figure 1 demonstrates the similarities between the chemical structures

of these compounds. Aspirin can cause folate deficiency as well, when it is taken for

a long period of time, because the aspirin competes with folate protein carrier. It is cru-

cial for health care professionals to advise those who are taking this medication to pro-

vide sufficient folate either through the diet or by taking supplements.

4. DRUG–NUTRIENT INTERACTIONS

Drug–food interactions also play an important role in the nutritional status and

nutrient requirements of individuals. A drug can enhance or inhibit nutrient bioavail-

ability and, therefore, affect the nutritional status of individuals. Individuals, such as
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the elderly, who are taking multiple medications for a long period of time are often

found to be deficient in one or more nutrients (10). Other age groups, such as young

children and adolescents, are also particularly at risk. There is a potential problem with

drug–nutrient interactions in adolescents because their nutrient needs are higher than

those of adults. Pregnant women and infants are the other groups also at particular risk.

The magnitude of these deficiencies depends not only on the chemical reactions between

drugs and nutrients, such as vitamins and minerals, but also on the dose and duration of

treatment/exposure to the drug. Drugs can interfere with nutrient utilizations at several

sites starting from the ingestion of the food to the final stage of excretion. Some of the

nutrients that can be affected by common drugs are the B vitamins folacin and pyridox-

ine, Vitamin C, fat-soluble vitamins A and D, and minerals such as calcium and zinc.

Drugs such as aspirin, barbiturates, primidone , ethinyl estradiol, cycloserine, and metho-

trexate are reported to affect vitamin B folate metabolism (11,12).

Phenytoin (and possibly carbamazepine) interferes with the intestinal conjugase

allowing folate absorption and results in teratogenicity secondary to folate deficiency

and megaloblastic anemia. Another example is isoniazid, which uses B6, the vitamin

required for the heme synthesis via delta-ALA synthetase, for its metabolism and there-

fore can cause sideroblastic anemia. The supplementation of B6 in these conditions is

recommended.

4.1. Food Intake

Many drugs can cause anorexia, alter taste and smell, cause nausea and vomiting,

and ultimately affect overall food intake. For example, medications such as methyl-

phenidate (Ritalin), which influences the central nervous system, may reduce appetite.

This medication is often prescribed for hyperactive young children who are in their

rapid growth phase. Long-term use of this drug may cause growth retardation in these

children. Therefore, when this drug is prescribed to young children, their food intake

must be monitored. On the other hand, some anorectic drugs are used for weight loss

and to treat obesity by reducing appetite. Examples are adrenergic and serotoninergic

agents, which cause satiety, reduce appetite, and increase energy expenditure leading

Fig. 1. The chemical structures of methotrexate and folate.
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to weight loss. Amphetamines are good examples of adrenergic drugs that stimulate

secretion of norepinephrine and reduce food intake (13). Serotoninergic drugs, such as

fenfluramine and dexfenfluramine, inhibit the reuptake of serotonin, stimulate satiety,

and therefore reduce food intake. However, these drugs were found to have adverse

effects on the cardiovascular system and were withdrawn from the market in the United

States in 1997. There are other drugs for treating obesity, such as the appetite suppres-

sant, sibutramine (also as antidepressant), and orlistat (lipase inhibitor), and some new

biological compounds such as bombesin and neuropeptide Y, which also affect satiety.

Taste and smell are very important factors that influence food intake and can sub-

sequently affect the nutritional status of individuals. Taste alteration (dysgeusia or hypo-

geusia) due to medications is very common. Some hypoglycemic agents such as glipi-

zide, the antimicrobials amphotericin B, ampicillin, and antiepileptic phenytoin are among

the medications that alter taste perception. Other examples are given in Table 5 (9).

Cisplatin and other cytotoxic agents commonly used in the treatment of cancer

cause nausea and vomiting, which reduces food intake as a result. Using diet modifica-

tions, such as colorless, odorless meals for cancer patients, to decrease nausea and vomit-

ing should be considered in order to increase the food intake in these patients.

4.2. Weight Gain

Several groups of drugs such as anticonvulsants (caramazepine and valproic acid),

antihistamines (cyproheptadine hydrochloride-Periactin), psychotropic drugs (chlor-

diazepoxide hydrochloride-Librium, diazepam-Valium, chloromazine hydrochloride-

Thorazine, meprobamate-Equanil), and corticosteroids (cortisone, prednisone) may

increase appetite and consequently lead to weight gain. Antidepressant drugs such as

monoamine oxidase inhibitors (MAOIs) cause less bodywt change than the tricyclic

drugs (14). A synthetic derivative of progesterone, medroxyprogesterone acetate or

megestrol acetate, used for the treatment of hormone-sensitive breast and endometrial

cancer, may increase appetite, food intake, and weight gain.

Table 5
Examples of Drugs That Change Taste Perception

Acetyl sulfasalicylic acid Griseofulvin

Allopurinol Lidocaine

Amphetamines Lithium carbonate

Amphotericin B Meprobamate

Ampicillin Methicillin sodium

Amylocaine Methylthiouracil

Benzocaine Metronidazole

Captopril Nifedipine

Chlorpheniramine maleate D-Penicillamine

Clofibrate Phenindione

Diltiazem Phenytoin

Dinitrophenol Probucol

5-Fluorouracil Sulfasalazine

Flurazepam (Dalmane) Triazolam (Halcion)

Data from (9).
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The formulation of drugs in lipid emulsion (e.g., in 10% soybean), such as pro-

pofol, contributes to a significant amount of additional energy (kilocalories) intake.

Other drugs such as lorazepam, morphine, and pancuronium may change the bodywt

by decreasing the body’s energy expenditure (15).

Weight gain could be therapeutically favorable in some cases such as in cancer

and acquired immunodeficiency syndromes (AIDS)-related cachexia. Anabolic steroids,

such as mandrolone, corticosteroids, cyproheptadine, hydrazine sulfate, megestrol ace-

tate, dronabinol and oxandrolone, are prescribed in some cases to promote weight gain.

4.3. Nutrient Absorption

Several mechanisms may affect nutrient absorption due to the presence of drugs.

Drugs can damage the intestinal absorptive surfaces including villi, microvilli, brush

border enzymes, and the transport system. Drugs can also influence the absorption of

nutrients by changing the GI transit time or the overall GI chemical environment, like

the pH of the stomach. Absorption of micronutrients, vitamins and minerals, as well as

macronutrients, protein and fat, are affected by the type, dosage, and strength of some

drugs.

GI damage can come from over-the-counter drugs such as aspirin and other acidic

drugs, or from antibiotic neomycin or laxatives. The resulting changes in the mucosal

lining interfere with optimum absorption of nutrients such as iron, calcium, fat (includ-

ing some fat-soluble vitamins), protein, sodium, and potassium. Colchicines, antiinflam-

matory drugs, para-aminosalicylic acid, antituberculosis, trimethoprim, antibacterial,

and sulfasalazine, antiinflammatory (antiarthritic) drugs are known to interfere with the

intestinal transport mechanisms. They can impair the absorption of the B vitamins, B12

and folacin.

Many laxatives, mineral oil, and cathartic agents reduce transit time in the GI tract

and may cause steatorrhea and loss of fat-soluble vitamins, A and E, and possibly cal-

cium and potassium. Drugs containing sorbitol, such as theophyline solutions, may

induce osmotic diarrhea and therefore shorten the transit time. Antacids change the pH

of the stomach and cause chelating with some minerals, consequently reducing their

absorption. Higher pH in the stomach reduces the absorption of iron, calcium, zinc, and

magnesium.

4.4. Nutrient Metabolism

Some of the important functions of vitamins and several minerals are their roles

as coenzymes/cofactors in metabolic processes in the human body. Therefore, certain

drugs are targeted to these coenzymes (antivitamins) in order to reduce the activity of

some enzymes in related metabolic reactions. Good examples of these drugs are metho-

trexate (MTX) for treating leukemia and rheumatoid arthritis; trimethoprim, used with

sulfa for Pneumocystis carinii pneumonia; and aminopterin and pyrimethamine, used

for treating malaria and ocular toxoplasmosis. Vitamin folate is a cofactor for the enzyme

dihydrofolate reductase, which is necessary for nucleic acid biosynthesis and cell rep-

lication. This vitamin will be excreted because the drugs displace it from dihydrofolate

reductase to reduce cell replication. Prescription for supplements for these patients

should be cautioned and monitored. Another example is the anticoagulant drug, couma-

rin, which is a vitamin K antagonist. Dietary vitamin K can interact with anticoagulant
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drugs; it also changes the safety and therapeutic efficacy of these drugs (16). There-

fore, many patients are advised to avoid foods, such as vegetables, high in vitamin K.

Patient nutrition education is necessary in order to include some vegetables in their

daily diets without changing the efficacy of these drugs.

Bile, an emulsifier, is required for the metabolism of fat and also as an aid in the

absorption of fat-soluble vitamins such as A, D, E, and K. Some bile-sequestering resins

such as cholestyramine, therefore, interfere with the fat metabolism and absorption

and may result in deficiency of the essential fatty acid linoleic acid and impair the syn-

thesis of arachidonic acid. Lipids are important components of cell membrane structure.

Individuals who are taking these types of medications should therefore be monitored

for any deficiencies of essential fatty acids or fat soluble vitamins.

MAOIs, diamine oxidase inhibitors such as a group of antidepressant drugs, anti-

microbials, and antineoplastic drugs interact with the biologically active pressor amines

in foods very strongly. These reactions result in blood vessel constriction and, conse-

quently, high blood pressure, tachycardia, chest pain, and severe headache. Patients

taking these medications are encouraged to avoid foods high in tyramine (vasoactive

amine) such as hard cheeses, smoked or pickled fish, broad beans, Chianti or vermouth

wines, meat and yeast extracts, dry sausage, and beer and ale. The amines in these foods

usually deaminate very rapidly by monoamine and diamine oxidases and therefore they

cause no adverse effects. However, in the presence of the inhibiting drugs, the blood

levels of these amines will elevate and in severe cases can cause intracranial hemor-

rhage, cardiac arrhythmias, and cardiac failure. Table 6 lists the foods that one should

monitor while taking the MAOIs (17).

4.5. Nutrient Excretion

Competitive binding and altered reabsorption are the two recognized mechanisms

that may cause drugs to induce nutrient excretion. D-Penicillamine chelates with intended

toxic metals, but it may also bind with other metals such as zinc, eliminating it via urine.

Ethylenediaminetetra-acetic acid (EDTA) has been shown to cause urinary excretion

of zinc. Some diuretics, such as furosemide, ethacrynic acid, and triamterene, reduce

the reabsorption of electrolytes and minerals such as potassium, magnesium, zinc, and

calcium and increase renal excretion of these elements. Sodium loss in the urine is com-

mon with thiazide and loop diuretics. Potassium-sparing diuretics spare potassium and

magnesium loss but augment urinary sodium loss (18). Depletion of magnesium is asso-

ciated with chemotherapeutic agents such as cisplatin. Therefore, magnesium supple-

ment often is recommended between the chemotherapy treatments for these patients.

5. CONCLUSIONS

Many nutrient–drug and drug–nutrient interactions, and the impact of these inter-

actions on overall health have been identified and many more are being investigated.

Health care professionals need to keep abreast of the new findings in this area and

recognize that these interactions do occur, especially when a drug is used over a long

period of time. Nutrient interactions are not unique to prescription drugs. Over-the-

counter drugs, because of their increasing availability, are used by many older adults

and may impair nutritional status by interfering with bioavailability of many critical

nutrients.
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Clients should consult with physicians about potential interactions, with pharma-

cists for instructions on taking drugs, and with registered dietitians to assess nutritional

status while taking medications. Food is essential for good health as are medications

that enable people to enjoy better health, but they also bring side effects and risks that

need to be addressed.
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1. INTRODUCTION

Drug interactions involving alcohol1 constitute a major problem in clinical and
forensic medicine owing to the widespread use and abuse of alcoholic beverages through-
out adult life (1–3). The combined effects of alcohol and other drugs acting on the
central nervous system (CNS) are particularly dangerous and have accounted for many
fatal poisonings both accidental and through deliberate suicide attempts (4–8). Adverse
drug interactions are a constant concern for the pharmaceutical industry whenever a
new drug is marketed and such possibilities need to be carefully explored in both human
and animal studies (9,10).

Most people drink alcohol in moderation but for about 10–15% of the population,
especially among men, ethanol is a major drug of abuse and is responsible for consid-
erable morbidity and mortality worldwide (11–14). Alcohol has been called the Jekyll
and Hyde of the drug world because when taken in moderation it is relatively harmless,
whereas overconsumption and abuse wrecks people’s lives and costs the health care
system billions of dollars annually (15). Alcohol is a legal drug and, although a mini-
mum drinking age has been set at 18 yr in most countries (21 yr in the United States),
teenage drinking is a fact of life and is virtually impossible to control. The combined
effects of alcohol and drugs whether licit or illicit represent a serious public health
problem not least in connection with traffic safety and deaths on the roads caused by
impaired drivers (16,17). The ready availability of alcohol and the increasing popu-
larity and use of recreational drugs underscores the need to consider very carefully the
risks associated with drug–alcohol interactions (18).

1The words alcohol and ethanol are used interchangeably in this article.
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The concentration of alcohol in a person’s blood has important ramifications in
forensic science as reflected in the setting of punishable limits of blood alcohol con-
centration (BAC) for driving, such as 0.08 or 0.10 g/100 mL in most US states (19,20).
Lower statutory limits, e.g., 0.02 and 0.05 g/100 mL, apply in other countries and also
for novice drivers and those engaged with safety-sensitive work. For a 70-kg man with
a BAC of 0.1 g/100 mL, a simple calculation shows that there is about 50 g of ethanol
distributed in all body fluids and tissues. This amount vastly exceeds by several orders
of magnitude the normal dose of any prescription drug, e.g., 10 mg diazepam or 500 mg
aspirin (21). Whether a certain prescription drug taken together with a moderate dose
of alcohol increases a person’s BAC above that expected without the drug is often a
much discussed question in legal proceedings concerned with driving under the influ-
ence of alcohol (22).

Investigations into drug–alcohol interactions are complex owing to the different
timing of administration of alcohol relative to the drug and vice versa as well as the par-
ticular dosages administered. Experiments designed to evaluate drug–alcohol interac-
tions differ depending on whether a single dose of alcohol and or drug was administered
or whether long-term treatment had developed such as in heavy drinkers or alcoholics,
or after multiple doses of a drug resulting in steady-state plasma drug concentration
before the alcohol was consumed (23–25).

Drug–alcohol interactions can be subdivided into four broad categories:

• The effect of acute or chronic consumption of alcohol on the absorption, distribution,
metabolism, and excretion of a particular drug.

• The effect of acute or chronic consumption of alcohol on the dynamics of drug action,
that is, the action of the drug particularly in the CNS including drug-receptor binding
and synaptic functioning.

• The effect of a particular drug or other chemical agent after single or multiple doses
on absorption, distribution, metabolism, and excretion of ethanol and the resulting
tissue concentrations.

• The effect of a drug or other chemical substance after single or multiple doses on the
behavioral effects produced by ethanol including impairment of performance of skilled
tasks and signs and symptoms of inebriation and toxicity.

A schematic diagram showing possible sites of interaction between drugs and
ethanol after combined oral administration is shown in Fig. 1. This diagram illustrates
absorption from the gastrointestinal canal (26), metabolism in the liver by phase I and
phase II enzymes as well as first-pass metabolism (27,28), and also the excretory mech-
anisms in the kidney and lung (29). The intensity and duration of drug–action is deter-
mined to a large extent by the rate of metabolic breakdown of the active substance,
which in turn is linked to the availability of various metabolizing enzymes (27,28).

When considering drug interactions with ethanol one needs to distinguish between
pharmacokinetic and pharmacodynamic interactions (30,31). Because most drugs undergo
metabolism in the liver the competition between ethanol and the drug for enzyme-
binding sites is a key consideration (32). Various metabolic interactions might result
from altered intermediary metabolism during the breakdown (oxidation) of alcohol in
the liver (33,34). Those who suffer from liver dysfunction, often caused by heavy drink-
ing or even cirrhosis, are likely to show an impaired metabolic clearance of many drugs
including alcohol (35–37).
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How alcohol and drugs work in the brain is crucial for understanding pharma-
codynamic interactions and the resulting effects on performance and behavior of the
individual (38). The impairing effects of alcohol depend on prior drinking experience
(tolerance development) and the concentration of the drug reaching specific receptor
sites in the brain (39,40). Changes in the absorption, distribution, or elimination of
ethanol impacts on the amount of drug that reaches the systemic circulation (bioavail-
ability), which in turn increases or decreases the risk of organ and tissue damage (41–
43). Table 1 lists some of the possible mechanisms for drug–alcohol interaction.

An enormous literature base exists under the rubric “drug–alcohol interactions”
including both human and animal studies. Several monographs have been devoted to
the subject of drug interactions with ethanol; the first of these appeared in 1968 (44)
and another in 1978 (45). The vast majority of studies have dealt with interactions of
alcohol and drugs on driving skills and the risk of causing a traffic crash (46–49). These
reviews often take the form of systematic compilations of different drug categories
(antidepressants, antihistamines, anticonvulsants, antipsychotics, opiates and sedative
hypnotics, etc.) and provide details of the experimental protocols and the degree of
impairment of body functions and performance and behavior of the test subjects (50).

Lane et al. (51) presented a comprehensive review of the effects of ethanol on drug
and metabolite kinetics and distinguished between short-term and long-term adminis-
tration of many psychoactive substances. In a more recent survey, Fraser (52) focused

Fig. 1. Schematic diagram of the fate of alcohol and drugs in the body. Phase I enzymes
introduce or remove functional groups and phase II enzymes synthesize compounds
that are more soluble in water and can be excreted into the urine.
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attention on various examples of pharmacokinetic interactions between alcohol and
drugs, particularly the notion of a significant first-pass metabolism (FPM) of ethanol.
Other investigators have looked more closely at alcohol’s interaction with over-the-
counter (OTC) medications and various food products (53). Weathermon and Crabb
(54) recently presented a comprehensive review of drug–alcohol interactions, which
included OTC drugs and prescription medication. They discussed the risk for adverse
effects mediated by changes in disposition kinetics and the combined effects of alco-
hol and drugs on the brain via receptor binding. Morland et al. (55) looked at a wide
range of metabolic interactions between ethanol and other drugs with the main focus on
detoxification mechanisms, both phase I and phase II reactions. Havier (56) presented
a recent review of drug–alcohol interactions in one of the forensic science journals.

In this chapter only selected topics will be covered, mainly those drug–alcohol
interactions with direct relevance in forensic medicine and toxicology (57). More-
over, general principles and mechanisms of drug–alcohol interaction will be dealt with
more so than a systematic review of drug after drug and their effects if any on changing
a person’s performance and behavior (58). Indeed, some studies report conflicting results
and much seems to depend on the experimental design, especially the demographics
and selection of subjects, and also the timing of ethanol and drug administration in rela-
tion to food intake.

Table 1
Examples of Sites and Mechanisms

of Pharmacokinetic and Pharmacodynamic
Interaction Between Alcohol and Drugs

Pharmacokinetic Interactions

Absorption
Gastric motility
Gastric pH
First-pass metabolism
Hepatic blood flow

Distribution
Blood flow to tissue mass
Protein binding
Body composition (adiposity)

Metabolism
Induction of drug metabolizing enzymes
Inhibition of drug metabolizing enzyme

Excretion
Enhanced or diminished diuresis
Altered urinary pH

Pharmacodynamic Interactions

Synaptic activity, receptor binding and ion channels
Altered behavioral effects
Enhanced or diminished impairment
Enhanced or diminished toxicity
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Most investigations of drug–alcohol interactions are seemingly prompted by inter-
est in the combined effect on impairment of human performance in relation to driving
a motor vehicle (59). Studies of this kind usually employ a battery of cognitive and psy-
chomotor tests whereby a subject performs various tasks before and after treatment
with a psychoactive drug either alone or together with alcohol (60,61). The testing is
repeated at fixed times after drinking ends and performance scores are compared with
the results obtained predosing (62). If the aim of the study is to investigate hangover
or residual effects of alcohol and/or medication, then the test battery is also run the
following morning after an overnight sleep (63). Experiments of this kind should be
done double blind with crossover design and with a suitable placebo substituting for
the active drug (64). However, a good placebo for alcohol does not exist and the usual
approach is to give an alcohol-free beverage such as orange juice or a soft drink.

Typical drug and alcohol effects monitored in such studies include heart rate,
blood pressure, various kinds of eye movements, mental arithmetic, word recall, body
sway, simple and choice reaction time, and various tracking tasks and divided-atten-
tion situations, the latter being particularly sensitive to impairing effects of alcohol and
drugs (65). The test battery is usually carried out before treatment with the drug to estab-
lish baseline values and then at various times postdosing. More recently, computer-
driven performance tests have been designed to measure impairment of performance
and behavior during drug–alcohol interaction studies (66,67). Other protocols make
use of driving simulators of various dignity (68) and a few studies even looked at on-
the-road driving maneuvers with and without prior drug treatment (69).

The International Council on Alcohol, Drugs and Traffic Safety (ICADTS) arrange
meetings in which drug effects on driving skills and drug–alcohol interactions are a
major part of the program. The published proceedings from these conferences (e.g.,
most recently, Stockholm 2000 and Montreal 2002) are available for those who require
an in-depth coverage of the effects of alcohol and drugs on human performance test-
ing in a traffic safety context. Noteworthy is a recent special edition of the publication
Forensic Science Review (70), which contained a number of comprehensive review arti-
cles dealing with the effects of licit and illicit drugs on human performance and beha-
vior including the benzodiazepines, cannabis, �-hydroxybutyrate, ketamine and meth-
amphetamine. However, the topic of drug–alcohol interactions was not one of the things
covered.

The present review looks at interactions between the legal drug ethanol and vari-
ous illicit and prescription drugs with main emphasis on mechanisms of interaction
and toxicity. Drug-induced changes in the absorption, distribution, and metabolism of
ethanol are of interest in traffic-law enforcement when statutory alcohol limits for driv-
ing are enforced (19,20). The high prevalence of alcohol in drug-related deaths makes
drug–alcohol interactions a major concern in forensic medicine and toxicology.

2. FATE OF ALCOHOL IN THE BODY

The fate of ethanol in the body is usually considered in terms of absorption, distri-
bution, metabolism and excretion processes (Fig. 1). Alcohol (ethanol) is a small neu-
tral molecule with low chemical activity and after absorption into the blood it mixes
completely with the body water without binding to plasma protein (71,72). What happens
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to alcohol in the body after drinking beer, wine, or liquor is usually illustrated by plot-
ting the concentration of ethanol in blood as a function of sampling time after the start
of drinking. The shape of the BAC curve, which represents an interplay between absorp-
tion, distribution, and elimination processes, is a good starting point for discussions
of drug–alcohol interactions. The characteristic features of the BAC time profile are
usually described by a set of parameters (73), which have proven useful in pharmaco-
kinetic analysis of drug–alcohol interaction (Fig. 2).

2.1. Absorption
Alcohol is absorbed rapidly from the gastrointestinal tract and, unlike most other

drugs, this process starts already in the stomach. The absorption occurs by a passive dif-
fusion process according to Fick’s law (74). However, when the stomach contents empty
into the duodenum alcohol is taken up into the portal venous blood almost immediately,
so the rate of gastric emptying plays a pivotal role in determining the resulting Cmax
and tmax for ethanol (75). The absorption of ethanol from the gut depends on many
variable factors including the time of day and the drinking pattern, e.g., bolus intake
or drinking smaller amounts repeatedly over several hours (76,77). The dosage form
(beer, wine, or spirits) and the concentration of ethanol in the beverage also impinge
on the rate of absorption of ethanol and the peak blood concentration reached (78–80).

The presence of food in the stomach before drinking is probably the single most
significant factor influencing gastric emptying and consequently the resulting Cmax

Fig. 2. Example of a blood-concentration time profile of ethanol in one male subject
who drank 0.68 g ethanol per kg body wt on an empty stomach. Kinetic parameters are
defined on this graph; Cmax and tmax are the peak blood concentration and the time of its
occurrence; Co is the theoretical extrapolated concentration in blood at the time of start-
ing to drink; mino is the extrapolated time for all the alcohol to be eliminated from the
bloodstream; AUC is area under the concentration-time profile; ko is the rate of alcohol
disappearance from blood.
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and tmax for ethanol (81–84). In one study into the effects of eating a meal on the rate
of ethanol absorption, the stomach and duodenal contents were sampled and the con-
centration of ethanol remaining was determined at various times postdosing (85). The
results showed that a substantial amount of the ethanol remained in the stomach for
several hours after dosing, probably being bound to constituents of the meal (85).

Figure 3 shows average BAC profiles derived from a drinking experiment with
nine healthy men under fed and fasted conditions. The peak concentration in blood is
lowered by about 40% when alcohol is ingested after eating food (86). In this respect,
the composition of the food in terms of protein, fat, and carbohydrate content was less
important then the amount eaten and the timing of the meal relative to drinking the alco-
hol (87,88). The effect of food is not simply to slow the rate of absorption, because
alcohol seems to be eliminated from the body faster in the fed state judging by a shorter
time (1–2 h) required to reach a specified low BAC (e.g., 0.03 g/100 mL) (89). The
rate of disposal of ethanol is seemingly boosted in the well-nourished state when there
is food in the stomach. This points to either a more effective enzymatic metabolism in
well-nourished individuals, e.g., owing to more effective enzymes and/or enhanced
hepatic blood flow after eating a meal (90). In this respect, carbohydrates seem to be
more effective then protein or fat (91,92). Another possibility is that part of the dose
of alcohol is metabolized in the liver or stomach or both organs before the blood reaches
the systemic circulation, and this process is called first-pass metabolism.

Many studies have verified a large interindividual variation in the rate of absorp-
tion of ethanol even under standardized drinking conditions (93–95). In theory, a more
concentrated alcoholic drink, such as vodka or whisky (40% v/v), should be absorbed
faster then a weaker one (beer or wine, 5–10% v/v) but this is not always the case (80).

Fig. 3. Effect of eating a meal on the blood-concentration time curves of ethanol. Mean
curves are shown for subjects after they drank 0.8 g ethanol per kg either after an over-
night fast (empty stomach) or immediately after eating a standardized breakfast.
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Intake of neat spirits (40–50 vol%) might irritate the gastric surfaces and provoke a
pyloric spasm (96). This leads to a retardation of stomach emptying so that alcohol is
absorbed more slowly, sometimes over several hours, resulting in both lower Cmax and
later tmax compared with drinking weaker beverages (96).

Figure 4 gives an example of the magnitude of interindividual variations in absorp-
tion kinetics of ethanol in experiments done under standardized conditions in nine
healthy men who drank 0.68 g ethanol per kg body wt as neat whisky in 20 min after
an overnight fast (96). Note the large differences in Cmax (0.06–0.109 g/100 mL) and the
time of occurrence of tmax (10–110 min) after end of drinking. This large interindividual
variation even without any drug treatment underscores the need for large numbers of
subjects to give sufficient statistical power to detect an effect of a drug treatment on
the absorption kinetics of alcohol.

When alcohol is ingested on an empty stomach (overnight fast) this sometimes
results in a very rapid absorption and the concentration-time profiles resemble those
seen when alcohol is given by intravenous (iv) infusion (97). Figure 5 compares BAC
profiles after a subject drank 0.4 g/kg alcohol in 15 min and another subject received the
same dose by iv infusion over 30 min. After parenteral administration, the peak BAC
coincided with stopping the infusion and this was followed by an abrupt drop in BAC
(the diffusion plunge) during which time the alcohol in the central blood compart-
ment becomes distributed into all body fluids. After oral administration the peak BAC
was reached 45 min after the end of drinking.

The absorption rate of alcohol including Cmax and tmax seems to be more reprodu-
cible in the same individual than between different individuals. This suggests that, in

Fig. 4. Examples of interindividual variations in blood-concentration time profiles of etha-
nol in nine healthy men after they drank 0.68 g/kg after an overnight fast. Note the wide
variation in Cmax and tmax parameters even under these standardized conditions without
any drug treatment.
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studies of drug–alcohol interaction, a randomized crossover design should be used and
results evaluated by comparing intraindividual differences in the test variables (98,99).
Many environmental factors, such as time of day (100), smoking cigarettes (101), etc.,
influence gastric emptying and the speed of absorption of ethanol from the gut (102,103).
It seems that gastric emptying is faster in the morning before eating breakfast because
blood glucose is low at this time (104,105). Hypoglycemia increases the gastric empty-
ing rate in healthy subjects (105).

2.2. Distribution
Alcohol is completely miscible with water and binding to plasma protein or other

endogenous structures is seemingly negligible, which means that alcohol should not
participate in displacement reactions with highly protein-bound drugs (106). Accord-
ingly, absorbed alcohol distributes into the total body water and, when equilibrium
distribution is complete, the concentration determined in all body fluids and tissue
will be proportional to their water content (73). Because body water content in women
represents 50–55% of body wt compared with 55–62% in men, there will be gender-
related differences in volume of distribution (Vd) for ethanol (107). The average values
of Vd for ethanol are 0.7 L/kg for men and 0.6 L/kg for women, but there is consider-
able variation within and between genders depending on a person’s age and the relative
proportions of fat to lean tissues (108–110). If the dose of alcohol is given per kg body
wt and not according to body water or lean body mass, after equilibrium of ethanol is
complete in all body fluids and tissues the BAC for women will be roughly 10% higher
than for men. It has been suggested that the phase of the menstrual cycle and also the

Fig. 5. Examples of blood-concentration time profiles of ethanol after oral and intrave-
nous administration of the same ethanol dose (0.4 g/kg) in two different male subjects.
The drinking time was 15 min starting ~2 h or more after eating and the time for infusion
of ethanol was 30 min.
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use of oral contraceptive steroids might influence some pharmacokinetic parameters
of ethanol but opinion on this topic remains divided (111,113).

In forensic science and toxicology, ethanol is usually determined in specimens of
whole blood instead of plasma or serum, which are the specimens mostly used in clin-
ical pharmacology studies. Because whole blood contains 78–80% w/w water and plasma
and serum are 91–93% water, the concentration of alcohol will not be the same (114).
Studies have shown that the plasma/whole blood ratio of ethanol is 1.10–1.15:1 or about
10–15% more alcohol in the plasma fraction (115). This uneven distribution of ethanol
between plasma and erythrocytes has implications when the distribution volume is deter-
mined from the ratio dose/Co as illustrated in Fig. 2. If the graph had been constructed
from the analysis of serial samples of plasma or serum, Co would be 10–15% higher and
Vd correspondingly lower by the same amount. These same bioanalytical considera-
tions also apply to other drugs that might bind strongly to plasma proteins or be highly
concentrated in the red cells, so the distribution of a substance between plasma, erythro-
cytes, and whole blood cannot be neglected.

In elderly individuals, the total body water per kilogram body wt is diminished
and, therefore, when the dose of alcohol is administered according to total body wt,
elder individuals attain a slightly larger dose/kg lean body mass (116–118). This leads
to increased Cmax and lower Vd and the BAC time profile runs on a higher level with
larger area under the curve (AUC) in the elderly. Several studies have shown that total
body water can be estimated by evaluating concentration-time profiles of ethanol in
the fasting state or after iv administration. The results obtained by ethanol dilution com-
pared well with independent methods such as isotope dilution techniques (119,120).

During the absorption of ethanol from the gut, the BAC depends in part on the
sampling site, that is, whether arterial or venous blood was taken for analysis (121,122).
Organs with a low ratio of blood flow to tissue mass, such as the skeletal muscles, will
show the largest arterial-venous difference. When the absorption of ethanol is complete
and the BAC curve enters the postabsorptive phase, the arterial and venous blood con-
centration is much smaller (123). Thereafter, the concentration of alcohol in venous
blood draining the muscle tissues and returning to the heart will hold a slightly higher
concentration of ethanol compared with arterial blood leaving the heart owing to metab-
olism in the liver during each circulation of the blood. The slope of the BAC decline will
be slightly steeper for arterial-blood samples compared with venous-blood samples (123).

Besides gender-related differences in body composition (e.g., the ratio of fat to
lean tissue), which are obviously important for the distribution volume of ethanol (124,
125), some have suggested that efficacy of gastric FPM is different for men and women.
Women tend to have lower gastric alcohol dehydrogenase (ADH) activity and hence
diminished ability for presystemic oxidation of ethanol in the stomach (126). This expla-
nation was offered to account for women reaching higher BACs compared with men
when the same dose of ethanol was given per kg body wt (126). However, the impor-
tance of gastric ADH in FPM of ethanol has since been strongly challenged (see later).

2.3. Elimination
Between 95 and 98% of the dose of ethanol taken into the body is metabolized

mainly in the liver and the remaining 2–5% is excreted unchanged in breath, urine,
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and sweat, and a small fraction (<1%) undergoes conjugation with glucuronic acid and
becomes excreted in urine (127–129). Increasing the output of urine by drinking water
or taking osmotic diuretics is not a very effective way to speed up the elimination of etha-
nol from the body, owing to the relatively small amount that leaves via the kidney (130).

Two enzyme systems are primarily responsible for in vivo oxidation of ethanol
and these are located in different subcellular fractions of the liver, ADH in the cytosol
and CYP2E1 in the endoplasmic reticulum (41,42,131). Regardless of the enzyme in-
volved, the first product of metabolism is acetaldehyde and this toxic substance is rapidly
converted into acetate through the action of low km aldehyde dehydrogense (ALDH)
found in the mitochondria (132,133). The acetate produced undergoes further oxidation
through acetyl coenzyme A, which takes place mainly in peripheral tissues. The end
products of ethanol metabolism are carbon dioxide and water (71). A schematic illustra-
tion of the fate of ethanol in the body is shown in Fig. 6.

Speeding up the metabolism of ethanol might find applications in clinical medi-
cine as a way to treat heavily intoxicated individuals so that ethanol becomes eliminated
from the body faster. Many attempts have been made to develop drugs that assist in
sobering up faster but so far without much success. The magnitude of various kinetic
parameters of ethanol metabolism based on experience from conducting hundreds of
human-dosing studies is given in Table 2.

3. ALCOHOL-METABOLIZING ENZYMES

If two drugs compete for binding sites on the same enzyme, this obviously creates
potential for a metabolic interaction between them. Table 3 gives examples of drugs
and other chemical substances known to compete with ethanol for binding to the major
alcohol-metabolizing enzymes. Note that some substances, such as disulfiram, might
bind to two different enzymes (e.g., ALDH and CYP2E1).

Fig. 6. Schematic illustration of the metabolism of ethanol in the body.
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3.1. Alcohol Dehydrogenase (ADH)
The main enzyme responsible for the oxidation of ethanol, as well as other low-

molecular weight alcohols, is Class I ADH, which is located in the cytosol fraction of
the hepatocyte (134). Human ADH occurs as various isozymes with different substrate
specificity and Vmax and km values for ethanol (135). Indeed, a high km variant called
Class IV ADH is located in the mucous membranes of the gut and the role this enzyme
plays in gastric FPM has attracted considerable interest (126). The Class I ADH occurs
in three molecular forms denoted ADH1, ADH2, and ADH3, and the latter two alleles
exhibit polymorphism encoding three ADH2 peptides and two ADH3 peptides (134,136).

The class I isozymes of liver ADH have a km of 0.005–0.01 g/100 mL and there-
fore quickly become saturated with substrate after just a few drinks (136). For forensic
science purposes, the metabolism and elimination kinetics of ethanol are described by
zero-order kinetics, which means that the rate of decline in the BAC occurs at a constant
rate for most of the postabsorptive elimination period (72,75,136). When BAC drops
to approximately 0.015 g/100 mL, the Class I ADH is no longer saturated with substrate
and the velocity of the enzymatic reaction drops appreciably and starts to follow first-
order elimination kinetics (136). A more accurate description of the entire elimina-
tion phase of the BAC profile is provided by Michaelis-Menten (M-M) saturation-type
kinetics rather than a sudden change from zero-order to first-order at low BAC (133). As

Table 2
Typical Pharmacokinetic Parameters

of Ethanol Derived from Controlled Drinking Experiments

Parameter Symbol Normal Values Comments

Peak concentration Cmax Dose of 1 g/kg gives Depends on dose administered,
in blood ~0.15 g/100 mL gender and speed of gastric

emptying.
Time of reaching tmax 5–120 min post drinking Depends on gastric emptying

the peak in most instances and whether ethanol was
(median 60) consumed on an empty

stomach or together with food.
Rate of blood � or ko 0.009–0.025 g/100 mL/h Depends on fed–fasting state and

alcohol for most people genetic factors. Values are low
concentration in malnutrition and protein
decline deficiency and high in binge

drinkers. The BAC clearance
rate is slightly faster in women
compared with men.

Distribution volume r or Vd Women 0.6–0.7 L/kg Depends on age, gender, body
(Widmark’s Men 0.7–0.8 L/kg composition (fat:lean tissue)
rho factor) and the ratio of water in body to

water in blood.
Elimination rate B60 0.08–0.15 g/kg/h This parameter does not depend

from whole body on gender but is directly
per hour proportional to ko and Vd.
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expected with saturation kinetics, the shape of the entire postabsorptive elimination

phase looks more like a hockey stick rather than a straight line (136).

A number of other pharmacokinetic models have been used to describe the elimi-

nation kinetics of ethanol such as multicompartment models with M-M elimination

kinetics (137,138). The operation of M-M equation or saturation kinetics was first dem-

onstrated by Lundqvist and Wolthers (139) and expanded upon by Wagner and his asso-

ciates (139,140). The operation of M-M elimination kinetics helps to explain the large

variability in BAC profiles after volunteers drink small doses of ethanol (<0.3 g/kg)

for the following reasons. First, the nature of saturation kinetics means that the AUC

increases more than proportionally with increase in dose administered (141). Second,

the slower the rate of absorption, the smaller is the AUC for a given dose and conver-

sely the swifter the rate of absorption the greater the AUC (142). Third, the speed by

which ethanol molecules reach the hepatic enzymes becomes a major determinant of

systemic availability and FPM. In this connection, gastric emptying rate and liver blood

flow are important variables for the Cmax and tmax observed in drinking experiments

especially when small doses (<0.3 g/kg) of ethanol are taken after food (143).

3.1.1. Drugs Interacting with ADH

Trace amounts of ethanol and methanol (<0.0001 g/100 mL) are naturally present

in body fluids and tissues owing to fermentation reactions in the gut and possibly also

as a result of other metabolic reactions. The clearance of these endogenous alcohols

during the passage of portal venous blood through the liver is one of the physiological

functions of ADH.

Table 3
Examples of Drugs That Undergo Pharmacokinetic

Interaction with Ethanol Via the Major Alcohol-Metabolizing Enzymes

Alcohol Dehydrogenase Aldehyde Dehydrogenase Microsomal P450 Enzymes
(ADH) (ALDH) (CYP2E1)

Pyrazole Disulfiram (Antabuse®) Acetaminophen

Fomepizole Cyanamide Acetone

(4-methyl pyrazole) (calcium carbimide) Temposil®

Cimetidine (Tagamet®) Coprine, contained in inky-cap Phenobarbital (Luminal®)

mushroom and other barbuiturates

Ranitidine (Zantac®) Metronidazole (Flagyl®) Meprobamate (Miltown®)

Acetylsalicylic acid Chlorpropamide (Diabinese®) Disulfiram (Antabuse®)

(Aspirin®)

Methanol and other Tolbutamide (Orinase®) Phenylbutazone

aliphatic alcohols

Ethylene glycol Nitroglycerine Anesthetic gases (enflurane.

halothane etc.)

Trichloroethanol Nitrefazole (Altimol®) Chlorocarbons (CCl4 CHCl3,

(metabolite of chloral CH3CCl3)

hydrate)

2,3-butanediol Cephalosporin antibiotica, e.g., Organic solvents (aniline,

cefamandole and cefoperazone benzene, toluene, xylene)
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Accordingly, other aliphatic alcohols such as methanol, n-propanol, isopropanol,
as well as toxic diols like ethylene glycol are candidates for metabolic interaction with
ethanol via the ADH pathway (144–147). The solvent 1,4-butanediol, which is a meta-
bolic precursor of the abused drug �-hydroxybutyrate (GHB), also interacts with etha-
nol for binding sites on ADH (147,148). Indeed, the competitive inhibition between
aliphatic alcohols for ADH has a long-established clinical application in the treatment
of methanol poisoning (149). Studies have shown that the substrate specificity of class
I isozymes of ADH is about 10:1 in favor of ethanol oxidation (150). Accordingly, if a
person happens to drink methanol, by either accident or intent, ADH converts this alco-
hol into highly toxic metabolites, namely formaldehyde and formic acid. If untreated,
the resulting metabolic acidosis proves fatal (144). Figure 7 schematically illustrates the
interaction between ethanol and methanol, both of which are oxidized by ADH.

The first-aid treatment for methanol poisoning is administration of ethanol to reach
a steady-state concentration in blood between 0.10 and 0.12 g/100 mL (149). This effec-
tively blocks the oxidation of methanol into its toxic metabolites and allows time for
the more dangerous alcohol to be excreted unchanged in breath and urine (150,151).
In severe cases of methanol or ethylene glycol poisoning, the unmetabolized alcohols
and their toxic metabolites must be removed from the blood by hemodialysis (152,153).
Treatment with bicarbonate is recommended to counteract any metabolic acidosis that
might have developed (154,155).

During chronic drinking the concentration of endogenous methanol in blood
increases owing to competitive inhibition of ADH from ethanol (156–158). Figure 8
gives an example of the elimination kinetics of ethanol from blood in an alcoholic dur-
ing detoxification (159). Note this person’s very high starting BAC of 0.45 g/100 mL
and the ethanol elimination rate was only 0.017 g/100 mL/h, not particularly fast for a
chronic heavy drinker (159). The blood methanol concentration in this person was 10
mg/L and, although this is by no means toxic, the metabolism is obviously blocked

Fig. 7. Metabolic interaction between ethanol and methanol showing competition for
oxidation with ADH, where NAD+ and NADH are oxidized and reduced forms of the
coenzyme nicotinamide-adenine dinucleotide, respectively. Examples of drugs that block
ADH (4-methyl pyrazole) and ALDH (disulfiram) are shown.
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during the 24-h period when ethanol was being oxidized and removed from the blood-

stream (160). Methanol starts to be eliminated according to first-order kinetics (half-

life 3–5 h) only after the BAC drops below 0.02 g/100 mL, that is, when ADH is no

longer saturated with its preferred substrate (161,162).

The drug fomepizole (4-methyl pyrazole, 4-MP) is a competitive inhibitor of the

class I ADH enzyme and can be used in treatment of methanol and ethylene glycol

poisoning instead of ethanol (163–165). In some situations it might be less appropri-

ate to administer ethanol, e.g., to children, alcoholics, and patients with impaired liver

function. This stimulated the production and marketing of fomepizole for use in emer-

gency clinics when patients arrive poisoned with methanol or ethylene glycol (166).

The fomepizole effectively blocks ADH to prevent the oxidation and formation of toxic

metabolites of these alcohols thus minimizing the risk for metabolic acidosis and renal

failure that would eventually cause death. The drug fomepizole has also been approved

by the US Food and Drug Administration (FDA) for treatment of methanol and ethylene

glycol poisoning and is sold under the trade name Antizol® (167). Interestingly, giving

4-MP to human subjects increased the concentrations of endogenous ethanol and methanol

in peripheral blood furnishing a neat proof that these simple alcohols are normal products

of metabolism (168).

One of the oldest sedative hypnotic drugs is chloral hydrate (2,2,2-trichlorethane-

1-1-diol) and this substance undergoes both kinetic and dynamic interaction with ethanol

(169). After intake, the drug is rapidly reduced to its pharmacologically active metabolite

2,2,2-trichloroethanol (170). The excess NADH (nicotinamide adenine dinucleotide) in

the hepatocytes during metabolism of ethanol facilitates the reduction of chloral hydrate

Fig. 8. Example of metabolic interaction between ethanol and methanol in an alcoholic
subject with initial BAC of 0.45 g/100 mL. Note that the concentration of methanol in
blood (~10 mg/L), which is by no means toxic, remains constant during the 24-h period
of detoxification.
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into trichloroethanol (171). The trichloroethanol either becomes conjugated with glucu-
ronic acid and then excreted in urine or is oxidized by ADH to an inactive metabolite tri-
chloroacetic acid. This latter ADH reaction is inhibited in the presence of ethanol, which
competes for binding sites on the enzyme so the effects of trichloroethanol on the indi-
vidual are more intense and prolonged (170).

3.2. Aldehyde Dehydrogenase (ALDH)
Acetaldehyde is the proximate metabolite of ethanol by all known pathways (172).

Unlike ethanol, the aldehyde group (�CHO) is a highly reactive chemical entity that
can bind to proteins as well as many other endogenous chemicals and undergo conden-
sation reactions with neurotransmitters like dopamine and serotonin (173). Moreover,
elevated levels of blood acetaldehyde cause vasodilatation, increased skin tempera-
ture, facial flushing, bronchoconstriction, lowered blood pressure, and general nausea
and headache (174). These adverse effects seem to be mediated through such diverse
biologically active species as catecholamines, opiate peptides, histamine, and prosta-
glandins (175). Not surprisingly, the body is equipped with an effective enzyme system
to remove this toxic metabolite of ethanol from the bloodstream.

Two main isoenzymes of ALDH exist to control the concentrations of acetalde-
hyde passing into the peripheral circulation. The most important form of ALDH is the
low-km variant located in the mitochondria (ALDH-2), and there is also a high-km var-
iant in the cytoplasm (ALDH-1) (176). ALDH enzymes are also present in erythrocytes
of whole blood, various brain regions, as well as the gut and other organs and tissue
(175). Two main factors regulate the concentrations of acetaldehyde produced in the
liver during ethanol oxidation. One is the inherent activity of hepatic ADH isozymes
because the slowest step in the overall oxidation reaction is conversion of ethanol to
acetaldehyde, so the faster this occurs, the more acetaldehyde is produced (177). Those
equipped with the ADH2*2 or ADH3*1 alleles are more likely to generate higher concen-
trations of acetaldehyde during hepatic oxidation of ethanol (175). The second factor
is the rate of oxidation of acetaldehyde to acetate by ALDH isozymes, so the affinity
of the enzyme for substrate is important in this connection (178).

The alcohol flush reaction exhibited by many Japanese and other Orientals when
they drink alcoholic beverages is a direct consequence of acetaldehyde accumulation
in the blood (177,178). These individuals inherit a defective form of ALDH and are
therefore genetically prone to react strongly after drinking small amounts of alcohol;
in short they are equipped with a natural aversion to this drug. The isoenzyme pattern
of ADH and ALDH are inherited and this is particularly apparent when different racial
groups are compared (175,176). The genetic polymorphism of ALDH2 is therefore
crucial for control of drinking behavior, especially in Asians and perhaps also other
ethnic groups. Inheriting the ALDH2*2 allele makes people especially sensitive to
acetaldehyde, protecting them from developing drinking problems and other deviant
behavior associated with overconsumption of alcohol (175).

This pharmacogenetic trait exhibited by 40–50% of Japanese and other Asians if
they consume alcohol has useful social–medical consequences because arrests for drunk-
enness, driving under the influence of alcohol, hospital treatment for alcoholism, liver
cirrhosis, and other problems with alcohol are rare in these alcohol-sensitive individ-
uals (179). The pharmacokinetic profile of acetaldehyde is completely different when
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ALDH is defective or blocked by drugs, and a number of deaths have been reported
after consumption of large amounts of alcohol (180).

3.2.1. Drugs Interacting with ALDH
Acetaldehyde has been incriminated in many of the untoward effects of heavy

drinking including organ and tissue damage and indirectly also in alcohol dependence
(182). The low-km ALDH located in mitochondria has high affinity for substrate and
ensures that blood acetaldehyde after drinking ethanol is vanishingly small. Studies have
shown that the concentration of free acetaldehyde in peripheral blood when people with
normal ALDH activity drink alcohol is close to the limits of detection for methods of
analysis such as headspace gas chromatography (175). Reports of finding high concen-
trations of acetaldehyde in forensic blood samples are probably artifacts caused by spon-
taneous oxidation of ethanol in vitro after the blood is sampled (183).

The biochemistry and enzymology of ALDH has been extensively studied for two
principal reasons. First, the high sensitivity of Asians to small amounts of ethanol is a
good example of a genetic or inherited trait. This phenomenon has attracted consider-
able interest among those working in biomedical alcohol research because alcohol-sensi-
tive individuals rarely become dependent on alcohol (174,175). Second, drugs that block
the action of low-km ALDH have proven useful as a pharmacological treatment for alco-
holism known as aversion therapy (184).

The alcohol-sensitizing drug disulfiram (tetraethylthiuram disulfide) is sold under
the trade name Antabuse® and is the most well studied inhibitor of ALDH. This drug
was discovered by accident when workers exposed to the substance at their place of
work complained of strange and unpleasant feelings after drinking a couple of beers
(184). This observation was exploited in the 1950s, leading to development of the drug
called disulfiram (Antabuse®), which was marketed as a novel treatment for alcoholism
(185). Those who drink alcohol after taking this drug are exposed to significantly higher
concentrations of acetaldehyde, which triggers a range of unpleasant effects. Other drugs
with similar properties, e.g., cyanamide or calcium carbimide (Temposil®) has also
been used for treatment of alcoholism in the United States and elsewhere (186). Such
treatments are generally known as aversion therapy, that is, causing an aversion to drink-
ing alcohol (186). When the inky-cap mushroom was mistakenly eaten along with inges-
tion of alcohol, this resulted in an antabuse-like reaction owing to the presence of the
chemical called coprine, which is a naturally occurring inhibitor of hepatic ALDH.

Figure 9 shows the plasma concentrations of acetaldehyde, estimated indirectly
from the analysis of breath in two test situations (187). A male subject drank the same
small dose of ethanol (0.25 g/kg) with or without taking the ALDH inhibitor calcium
carbimide (50 mg) about 60 min earlier. After the placebo control treatment, the concen-
trations of acetaldehyde in plasma were barely measurable, whereas after blocking ALDH
the concentrations were 50 times higher and remained higher for several hours. The
subjects flushed in the face and neck and experienced nausea, headache, tachycar-
dia, and difficulties in breathing. These symptoms lasted for several hours after end of
drinking (188).

The abnormally high concentrations of acetaldehyde in the liver and peripheral
blood after inhibition of ALDH with disulfiram accounts for the unpleasant cardio-
vascular effects including reduced blood pressure and increased heart rate (188). This
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was confirmed experimentally when 4MP was used to treat alcoholics who had con-
sumed alcohol despite being treated with antabuse (189). The dangerous cardiovascular
effects immediately subsided after the subjects were given 4-MP and the blood acetal-
dehyde concentration also dropped abruptly (189). The use of aversion therapy with
drugs like antabuse for treatment of alcohol dependence is controversial because a
number of deaths have been reported in people who, despite taking their medication,
also drank a large amount of alcohol (190). A fatality was also reported in a Japanese
with ALDH2*2 genotype owing to abnormally high concentrations of acetaldehyde in
blood after consumption of ethanol and associated adverse physiological effects (191).

Certain prescription drugs interfere with the metabolism of acetaldehyde by block-
ing ALDH to cause antabuse-like reactions, albeit less intense than after taking more
potent inhibitors of ALDH (54). For example, oral hypoglycemic agents such as chlor-
propamide and tolbutamide, which are used for treatment of adult-onset Type 2 diabe-
tes, interact with the low-km ALDH enzyme (192). People taking this medication should
be warned about drinking alcohol. These sulfonylurea derivatives compete with acetal-
dehyde for binding sites on ALDH and the concentration of acetaldehyde in blood is
higher after taking this medication together with alcohol. This causes facial flushing,
nausea, etc., although the response is milder then that observed during an antabuse reac-
tion (193,194). The classic drug for treating angina and heart failure, namely nitro-
glycerine, functions as a substrate for ALDH and this enzymatic reaction is regarded
as the mechanism triggering release of free nitric oxide, which relaxes vascular smooth
muscle (195).

Metronidazole (Flagyl®), an effective agent for treating anaerobic bacterial infec-
tions, has been considered unsafe to use together with ethanol, owing to a purported

Fig. 9. Concentration-time profiles of acetaldehyde in plasma in one subject who drank
0.25 g ethanol per kg body wt in a control situation (placebo treatment) or after taking
a drug (calcium carbimide) that blocked the action of low-km aldehyde dehydrogenase.
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antabuse-like reaction that occurs (196). This undesirable effect was attributed to metro-
nidazole inhibiting hepatic ALDH so that the concentration of acetaldehyde in blood
during oxidation of ethanol was higher then expected. A number of case reports sup-
port this example of an adverse drug–alcohol interaction and one death was apparently
caused by combined influences of ethanol and metronidazole (197).

Notwithstanding these reports, a seemingly faultless study was just published that
cast doubt on the existence of interaction between metronidazole and ethanol (198). In a
carefully controlled double-blind study, 12 healthy men drank ethanol (0.4 g/kg) after
treatment with metronidazole or a placebo for 5 d. No measurable blood acetaldehyde
concentration was seen in either the test or control groups and the blood ethanol profiles
were also similar. Moreover, objective evidence of an alcohol–antabuse reaction (e.g.,
skin temperature, blood pressure, and heart rate) was absent. Neither did the volunteers
experience any untoward subjective feelings of nausea compared with the placebo treat-
ment. The authors question whether metronidazole functions as an inhibitor of ALDH
and instead suggested that special subgroups of people might be allergic to this drug
and respond differently after drinking alcohol (196,198).

3.3. Cytochrome P450 Enzymes
The primary means for detoxification or removal of drugs from the body is oxida-

tive metabolism by an important group of hepatic enzymes located within the endoplas-
mic reticulum structure, particular the microsomal fraction (199–204). The cytochrome
P450 enzymes constitute a broad family of proteins that catalyze the oxidation, reduc-
tion, and hydroxylation of many drugs and xenobiotics, including ethanol (205–207).
Besides oxidation by ADH, ethanol is metabolized to acetaldehyde by a microsomal
enzyme denoted cytochrome P4502E1 (CYP2E1) (199,200). The contribution of the
CYP2E1 pathway to overall ethanol metabolism depends on the underlying BAC and
therefore the dose of alcohol ingested (72). After low to moderate doses the hepatic
Class I ADH is the dominant pathway for oxidation of ethanol, but as the BAC increases
to exceed 0.08 g/100 mL the CYP2E1 starts to make a greater contribution (199). The
km of this enzyme for ethanol as substrate is usually given as 8–13 mM (0.04–0.06 g/
100 mL) (200). Because cytochrome P450 enzymes are involved in oxidative metab-
olism of a wide range of endogenous and exogenous substances, including therapeutic
agents, an important mechanism for drug–alcohol interaction will involve either an
inhibition or induction of P4502E1 enzymes (208–212).

Drinking a large acute dose of ethanol will compete for CYP450 enzymes and
therefore temporarily prevent the metabolism of another drug that utilizes the same
oxidative enzyme for detoxification (213). Alternatively, drinking a large amount of
alcohol daily causes induction of the CYP450 system and alcoholics therefore acquire
an enhanced capacity for drug metabolism (214). These people often require a higher
dose of the drug to achieve the desired therapeutic effect because the substance is more
rapidly metabolized owing to hyperactive P450 enzymes (215,216). The fact that alco-
holics often exhibit more rapid rates of BAC clearance, sometimes exceeding 0.025 g/
100 mL/h is also attributable to contribution of CYP2E1 enzymes (215). However, this
enhanced oxidative activity is not long lasting because after end of drinking and sober-
ing up for a few days the person’s capacity for faster disposal of ethanol via CYP2E1 dis-
appears, owing to a rapid turnover or resynthesis of the enzyme (217). Alcoholics with
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liver disease may show a slower rate of ethanol and drug metabolism if tissue necrosis
is advanced (218).

3.3.1. Drugs Interacting with CYP2E1
The hepatic cytochrome P450 enzymes constitute the body’s main defense against

chemical attack, and a vast number of xenobiotics that might enter the organism with
the air we breathe, or the food we eat are made less dangerous by the P450 enzymes.
The CYP450 enzymes also accomplish the oxidative metabolism of a multitude of
endogenous compounds (steroids, bile acids, fat-soluble vitamins, prostaglandins, and
fatty acids) as well as many exogenous substances including medicines, organic sol-
vents, and environmental carcinogens (219,220).

The particular isoform of P450 that oxidizes ethanol is denoted CYP2E1 and this
enzyme is also involved, at least in part, with the detoxification of many organic sol-
vents, anesthetic gases, prescription medications, and endogenous compounds (221).
The P450 mediated oxidation of a substrate involves the reaction of molecular oxygen
with the coenzyme nicotinamide adenine dinucleotide phosphate (NADPH) to give one
molecule of water and the other oxygen atom is introduced into the drug molecule caus-
ing an oxidation reaction (30):

P450 enzymes

Drug + NADPH + H+ + O2 � NADP + H2O + Drug-OH

Some recent work indicates that besides CYP2E1 other P450 enzymes might
play a role in the oxidation of ethanol (e.g., CYP3A4 and CYP1A2), which suggests that
ethanol treatment can interfere with metabolism of drugs that utilize other P450 sys-
tems besides CYP2E1 (222).

The interaction between ethanol and drugs via the CYP2E1 pathway depends on
whether a single acute dose of ethanol is administered after taking the drug or whether
the drug was administered after a period of binge drinking so that CYP2E1 enzymes
were hyperactive. These two situations are illustrated in Fig. 10. Drinking a large amount
of alcohol by a person who has not recently been exposed to alcohol results in competi-
tion with other drugs for oxidation by CYP2E1 and accordingly a more prolonged thera-
peutic effect of the medication. By contrast, if the drug is given to a person with enhanced
microsomal enzyme activity (e.g., chronic heavy drinkers), the drug is more effectively
converted into its metabolites resulting in a diminished therapeutic response (216). This
latter scenario creates a problem if the drug metabolites are highly reactive or toxic as
in the case of acetaminophen and many organic solvents encountered in the workplace.

3.3.1.1. ACETAMINOPHEN

An example of a dangerous drug–ethanol interaction involving CYP2E1 enzymes
is seen with the OTC analgesic and antipyretic acetaminophen (N-acetyl-p-aminophe-
nol). This ubiquitous nonprescription drug, known as paracetamol in Europe, has been
available for more then a century and is used by all age groups for treatment of head-
ache, fever, muscle pain, and other ailments (223–225). Acetaminophen is the most
commonly used substance for self-poisoning in both the UK and the United States, and
an extensive literature pertaining to toxicity and emergency treatment procedures exists
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(226,227). When taken in overdose acetaminophen is an extremely dangerous drug
causing irreversible hepatotoxicity with end-stage liver failure and eventually death (228).

Acetaminophen is metabolized in the liver primarily via phase II conjugation reac-
tions with glucuronic acid (60%) and sulfate (35%) and a small fraction (5%) also under-
goes oxidation with P450 enzymes including CYP2E1 to produce a reactive intermediate
known as N-acetyl-p-benzoquinone imine (NAPQI) (229). Under normal circumstances
the NAPQI metabolite is either reduced back to acetaminophen or is rapidly inactivated
by conjugation with the free-radical scavenger, the tripeptide glutathione, and eventually
excreted in urine after undergoing other phase II reactions to produce cysteine and mer-
capturic acid conjugates (230). The metabolism of acetaminophen in the body is illu-
strated schematically in Fig. 11.

When huge doses of acetaminophen are taken, the hepatic glutathione stores soon
become depleted and the reactive NAPQI intermediate starts to accumulate in the
blood and liver (231). This highly reactive intermediate undergoes covalent binding
to vital cell constituents, causing impairment of calcium homeostasis, oxidative stress,
and cell death, particularly in the liver where this toxin is produced (232). The toxicity
of acetaminophen is enhanced by factors that activate the CYP2E1 enzymes thus pro-
ducing more NAPQI. Conditions such as prolonged fasting, protein deficiency, and
binge drinking make alcoholics more prone to hepatotoxicity, owing to their activated
CYP2E1 detoxification enzymes (233). Alcoholics should be cautious about taking ace-

Fig. 10. Schematic illustration of metabolic drug–alcohol interaction via the cytochrome
P450 enzyme leading to either diminished or prolonged effect of the drug depending on
the activity of CYP2E1. The left diagram shows a moderate drinker after coingestion of
drug and alcohol and the right diagram a heavy drinker or alcoholic with zero blood
ethanol but immediately after a period of heavy drinking, which activates CYP2E1 enzymes.
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taminophen even in moderate amounts, owing to the added risk of drug toxicity (234).
Another consequence of long-term abuse of alcohol is a lower antioxidative capacity
of the liver because glutathione stores are depleted, thus making alcoholics even more
susceptible to acetaminophen toxicity (235). Moreover, many alcoholics suffer from
hypoglycemia because they neglect to eat properly during a drinking binge and carbo-
hydrate metabolism is also disturbed during the hepatic oxidation of ethanol (236).
Hypoglycemia and fasting are predisposing factors in the toxicity of acetaminophen
because glucuronidation of drugs is less effective under these circumstances (237).

Effective treatment of acetaminophen poisoning depends on how much time elapses
after the drug was taken, so it is important to obtain a rapid and specific determination
of the plasma concentration of this analgesic (237,238). Shortly after overdose, gastric
lavage or induction of emesis is effective or administration of activated charcoal can
help to bind the drug and prevent further absorption (238). If the elapsed time after tak-
ing the drug overdose is unknown, the recommended treatment is to give the antioxi-
dant N-acetylcysteine, which replenishes glutathione stores and helps in detoxification
of NAPQI (237). If all else fails, the only available life-saving treatment is to perform
a liver transplant (238).

The enzymes involved in the biotransformation of ethanol (ADH, ALDH, and
CYP2E1) are nonspecific and interact with a wide variety of drugs and chemicals (Table
3), which might result in altered rates of metabolism of ethanol and/or the drugs and
their metabolites. These kinds of drug–alcohol interactions are therefore referred to as
metabolic or pharmacokinetic interactions.

Fig. 11. Scheme for metabolism of the OTC analgesic drug acetaminophen (paracetamol)
showing formation of inactive conjugates (glucuronide, sulfate, and glutathione) and a
toxic metabolite (N-acetyl-p-benzoquinone imine), which causes necrosis and cell death
mainly in the liver.
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4. FIRST-PASS METABOLISM OF ETHANOL

First-pass metabolism (FPM) refers to the metabolism of an orally administered
drug during its first passage through the gut and liver before reaching the peripheral cir-
culation (239). Accordingly, FPM occurs in the stomach and intestine or when the por-
tal venous blood passes through the liver for the first time (240). Moreover, any loss
of the drug, whether by oxidation or excretion, in the lungs might also be considered pre-
systemic elimination. FPM lowers the bioavailability of a drug and, as might be expected,
the therapeutic effect is also diminished because less of the active substance reaches tar-
get organs via the blood circulation (240).

The notion of a substantial FPM of ethanol occurring in the stomach attracted con-
siderable attention among investigators in biomedical alcohol research during the past
15 yr (241,242). This interest was initiated after publication of several articles in pres-
tigious medical journals such as the New England Journal of Medicine and the Jour-
nal of the American Medical Association (JAMA) (243,244). Although some earlier
studies showed that ADH was located in the gastric mucosa, it was not considered to
have much practical importance in the overall oxidation and elimination of ethanol
from the body (245).

This metabolic oxidation of ethanol in the stomach was attributed to a special form
of ADH called the Class IV isozyme, located in gastric mucosa and having a higher km
for ethanol oxidation compared with the major hepatic ADH or Class I enzyme (246,
247). This meant that gastric ADH was appropriate for oxidative metabolism when the
concentration of ethanol was highest, such as in the stomach after drinking alcoholic
beverages. Another study showed that gastric metabolism of ethanol was eliminated in
subjects who had undergone gastrectomy (248).

Interest in FPM was fueled appreciably when it was reported that some widely
prescribed drugs such as Aspirin®, Tagamet®, and Zantac® blocked the action of gastric
ADH (244,249). This meant that more of the alcohol a person consumed was available
to reach the peripheral circulation, because gastric ADH was prevented from partici-
pating in FPM by the drug taken. Much speculation arose about the consequences of
reaching a higher Cmax and greater AUC in individuals lacking gastric ADH and these
individuals were therefore considered predisposed to the toxic effects of drinking etha-
nol (250,251). The activity of gastric ADH was found to be less in women compared
with men and also less in alcoholics compared with moderate drinkers, making these
groups more vulnerable to the negative effects of alcohol on health (243,250).

Much debate erupted about the significance of gastric ADH and the effects of
various commonly prescribed drugs, their interaction with ethanol and what that meant
for health risks associated with moderate alcohol consumption (243). Dr. Charles Lieber
and his research team from New York were the strongest proponents of the role played
by gastric ADH as a protective barrier against many of the dangers of long-term con-
sumption of alcohol and they published extensively on this topic (251–253). However,
many of the conclusions were challenged because of the experimental design used,
the analytical methodology, and the way that FPM of ethanol was calculated from BAC
profiles (254,255). Moreover, gastric FPM of ethanol appeared to be greatest after sub-
jects drank very small doses of ethanol (0.15–0.30 g/kg) although under these condi-
tions the resulting BAC profiles were highly variable and not easy to interpret (256,257).
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Some recent studies of gastric FPM of ethanol noted a greater influence if the alco-
hol was consumed in divided doses over several hours rather then as a single bolus
dose (258,259). Such a slower drinking pattern is more in keeping with real-world con-
ditions. However, the general opinion appears to be that FPM is strongly dose-depen-
dent and seemingly more pronounced when very small doses (0.15 g/kg), corresponding
to just one glass of wine, are consumed after a meal (256,257). Other studies have shown
that Cmax for ethanol as well as AUC are highly dependent on gastric emptying, so the
residence time of ethanol in the stomach also has importance for exposure to gastric
ADH and effectiveness of FPM (260,261).

M-M elimination kinetics of ethanol is important to consider when calculating the
amount of FPM and whether this is predominantly gastric or hepatic. After small doses
of ethanol and especially when stomach emptying is delayed and intermittent, the hep-
atic Class 1 ADH does not become saturated with substrate. The ethanol molecules in
the portal venous blood entering the liver are more easily cleared via hepatic FPM, not
necessarily gastric FPM (257). If the dose of ethanol consumed is plotted against area
under the BAC time profile (AUC), a nonlinear relationship is obtained as one conse-
quence of the saturation-type kinetics of ethanol in the liver (142,143).

The efficacy of FPM of ethanol is highly variable and depends on many factors,
particularly the dose taken and the speed of gastric emptying (260). The emptying of the
stomach shows large inter- and intrasubject variations depending on a person’s age,
gender, anatomy of the gut, any disease states, time of day, blood sugar level, and not
least the kind of medication being used (262–268). A particularly convincing study of
FPM in men and women concluded that only a small fraction (<6%) of the dose of 0.3
g/kg occurred by presystemic metabolism in either the gut or liver or both organs and
that gender-related differences were minor (269). Some maintain that there is little
doubt that the liver is the predominant site for FPM of ethanol for the simple reason
that ADH activity in the liver vastly exceeds that in the gastric mucosa (254–257).

4.1. Drugs Influencing FPM
Gastric emptying is an important determinant of the absorption rate and FPM of

ethanol, so drugs and medication that delay or accelerate stomach emptying are impor-
tant to consider (270,271). If gastric emptying is delayed, as often occurs after eating
a meal, this allows more time for oxidation of ethanol by gastric ADH. According to
this theory, when ethanol is retained in the stomach for a longer time, e.g., because of
delayed gastric emptying, a small fraction of the dose never actually reaches the liver
or systemic circulation and the resulting BAC time curve gives the impression that a
smaller dose of ethanol was taken (241,242).

Drugs that speed up or delay gastric emptying can dramatically alter the shape of
the BAC profile, which means that great care is needed to resolve the effect of drug
treatment on gastric emptying from an effect on the rate of metabolism of ethanol, which
is not always easy. Many articles claiming to find an effect of drug treatment on the rate
of ethanol metabolism can instead be explained by a drug-induced effect on gastric
emptying.

One way to resolve the relative importance of gastric emptying is to give the test
drug orally and the ethanol intravenously so that the confounding influence of stomach
emptying on the rate of absorption of ethanol is avoided (272). Another approach is
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called breath-clamping, which involves measuring breath alcohol concentration at 5-
min intervals. The ethanol is given by intravenous infusion to reach a plateau concentra-
tion in blood as monitored by the analysis of breath (273). The test drug or treatment is
then applied, e.g., eating a meal or taking some medication, and over the next few hours
the infusion rate of ethanol is adjusted to keep the same steady-state breath alcohol con-
centration as before the treatment. With this study design, Ranchandani et al. (88) found
that alcohol was eliminated faster after eating a meal regardless of the protein, fat, and
carbohydrate composition (88). It was speculated that food either enhanced the activity
of alcohol-metabolizing enzymes or increased liver blood flow or both, leading to a
more effective hepatic oxidation of ethanol (274).

4.1.1. Aspirin
Aspirin® (acetylsalicylic acid) is a well-known in vitro inhibitor of gastric ADH

(275) and this drug might theoretically increase the bioavailability of ethanol in vivo.
Roine et al. (249) reported that 1.0 g aspirin taken before drinking ethanol (0.3 g/kg
body wt) at 1 h after eating a standard breakfast gave higher blood alcohol curves as
reflected in Cmax and AUC. However, inspection of the BAC profiles in the aspirin and
control groups showed that in reality the major influence of the drug treatment centered
on the absorption phase of ethanol kinetics and not FPM. Melander et al. (276) failed
to confirm any influence of the same dose of drug and alcohol on Cmax, tmax, or AUC,
despite the fact that the experimental conditions were almost identical. However, in this
latter study, women were included among the volunteer subjects and some claimed that
this skewed the results. Another study showed that women, owing to lower gastric ADH
activity, ordinarily have less FPM of ethanol than do men (277). The mechanism was
attributed to inhibition of gastric ADH by aspirin thus preventing FPM of ethanol in
men rather than speeding up gastric emptying (277).

Kechagias et al. (278) investigated the effect of low-dose aspirin (75 mg once
daily) on the pharmacokinetics of ethanol in a crossover design study. This small dose
of acetylsalicylic acid is widely prescribed for common conditions such as ischaemic
heart disease and cerebrovascular disease. It was found that drug treatment delayed
the absorption of ethanol into the blood as reflected in a lowered peak BAC compared
with the no-drug arm of the study (278). Figure 12 (upper trace) shows the mean BAC
profiles from this study. Note that after treatment with aspirin, the rate of rise in BAC
was slower but the two curves met by 90 min postdosing and thereafter overlapped.
This supports an effect of the drug on the rate of absorption of ethanol with no differ-
ences in presystemic metabolism. If there had been a higher degree of FPM in the con-
trol group not given aspirin, one would expect the BAC time profile to run on a lower
level for the duration of blood sampling. The aspirin treatment caused a slower absorp-
tion by delaying gastric emptying as confirmed by monitoring the absorption kinetics
of acetaminophen, a drug that is only taken up from the small intestine (278).

The nonsteroidal antiinflammatory drug ibuprofen, a prostaglandin synthetase in-
hibitor, had no effect on the pharmacokinetic profile of ethanol in a human study that
utilized a crossover design (279). The concentrations of ethanol in blood were estimated
indirectly from analysis of breath and neither Cmax (0.095 ± 0.026 vs 0.095 ± 0.033 g/100
mL) nor rate of blood ethanol clearance (0.018 ± 0.006 g/100 mL/h vs 0.017 ± 0.007
g/100 mL/h) showed any significant differences. In another study with eight volunteer
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subjects using another breath alcohol analyzer, it was reported that the rate of ethanol
elimination from blood was decreased by 10% after treatment with ibuprofen. The
investigators also looked at the effect of this drug–alcohol interaction on various cog-
nitive tasks and found a worsened performance when ibuprofen was combined with
alcohol compared with a placebo control treatment (280).

4.1.2. Cisapride
Drugs used in the treatment of gastroduodenal diseases are likely to influence

gastric emptying and alter the rate of absorption of ethanol into the bloodstream (281,
282). Cisapride is a prokinetic drug that accelerates gastric emptying and increases
gastrointestinal motility by indirectly facilitating cholinergic transmission in the myen-
teric plexus (283,284). The absorption of ethanol (0.5 g/kg body wt) in five healthy
volunteers was tested with or without taking 10 mg cisapride. Both Cmax and AUC0–4 h

Fig. 12. Effect of pretreatment with commonly prescribed drugs on concentration-time
profiles of ethanol after subjects drank 0.3 g ethanol per kg body wt in a crossover design
study. Ethanol was given as a bolus dose 1 h after subjects had eaten breakfast. The upper
plot (mean ± SD, n = 10 male subjects) shows the effect of pretreatment with aspirin (75 mg
once daily for 7 d), which tends to delay stomach emptying, and the bottom plot shows
cisapride pretreatment (10 mg three times daily for 4 d), which tends to stimulate gastric
emptying.
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were higher after treatment with cisapride when subjects drank ethanol (0.5 g/kg body
wt) on an empty stomach but not when the same dose was ingested together with food
(285). However, the volunteer subjects took only two tablets of cisapride before drink-
ing the ethanol and plasma concentrations of the medication were not reported.

Kechagias et al. (286) gave 10 male subjects cisapride for 4 d (10 mg, three times
daily before meals) to establish steady-state plasma concentrations of the drug and to
mimic clinical conditions. Ethanol (0.3 g/kg body wt) was ingested 1 h after a meal and
the mean peak BAC rose 43% after cisapride compared with the no-drug control session
(Fig. 12 bottom trace). However, the increase in absolute units was only 0.01 g/100 mL
(p < 0.05). In this study, gastric emptying was measured by the acetaminophen absorp-
tion test and the serum curves of this marker mirrored the changes in BAC, which proves
that the higher Cmax after the cisapride was largely the result of an accelerated gastric
emptying (286).

4.1.3. Verapamil
The calcium channel blocker verapamil (Verelan®) is widely used for the treatment

of angina, control of arrhythmias, and other cardiovascular problems such as hyper-
tension (287). Because ion channels and calcium transport might be related to ethanol’s
effects on the brain, it seemed reasonable to investigate a likely interaction with etha-
nol. Drugs that block calcium transport (verapamil and nifedipine) were evaluated for
potential interaction with ethanol (287). One study reported a significant pharmaco-
kinetic interaction between ethanol and verapamil (288), in particular a higher Cmax
after drug treatment (0.124 ± 0.024 vs 0.106 ± 0.021 g/100 mL). However, the concen-
tration-time profiles of ethanol in this study were not presented in the article to allow
detailed evaluation (288). The higher Cmax and AUC after verapamil treatment might
have been caused by drug effects on absorption of ethanol from the stomach and not a
faster rate of metabolism or FPM as speculated upon in the article (288).

A later study compared verapamil, nifedipine, and placebo but failed to find any
difference between treatments on the shape of the blood alcohol curves or on subjec-
tive feelings of inebriation including various psychomotor performance tests (289).
Thus the effect of verapamil on pharmacokinetics of ethanol remains an open question.

4.1.4. Erythromycin
The widely used antibiotic erythromycin appears to increase the rate of gastric

emptying and if this drug is taken with ethanol one can expect a higher Cmax and AUC
(290). Erythromycin is believed to function as an agonist of the gastrointestinal peptide
motilin and thereby modulating gastric motility (291). When erythromycin was given
as an intravenous dose (3 mg/kg body wt) to eight subjects, this treatment increased
the absorption of ethanol (0.5 g/kg body wt) ingested immediately after a solid meal
(292). The mean Cmax increased from 0.055 ± 0.004 (± standard error) to 0.077 ±
0.004 g/100 mL (p < 0.05) and the mean AUC0–330 min increased from 6.6 ± 0.27 to
7.6 ± 0.35 g/100 mL ��min (p < 0.05).

4.1.5. Ranitidine
Adverse drug interactions involving H2-receptor antagonists such as ranitidine (Zan-

tac®), cimetidine (Tagamet®), famotidine (Pepcid®), and nizatidine (Axid®) became a
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concern when this kind of medication for stomach ailments was made available OTC

in several countries. In particular, the risk for interaction with ethanol was of concern

because over consumption of ethanol is often a cause of stomach problems (e.g., gas-

tritis). Interest in histamine-2 antagonists and alcohol attracted worldwide attention

when it was shown in vitro that gastric ADH was blocked by this kind of medication.

A paper in JAMA attracted considerable attention (244) when it was claimed that,

because ranitidine inhibited gastric ADH, the bioavailability of ethanol was increased.

Those regularly taking this drug along with alcohol were therefore more prone to etha-

nol-induced damage to organs and tissue. This drug–alcohol interaction also meant a

greater risk for accidents of various kinds owing to the higher Cmax for ethanol when

ranitidine and ethanol were taken together. In the JAMA study, the doses of ethanol

were very low (0.15–0.3 g/kg) and were administered 1 h after a small number of sub-

jects had eaten a fat-rich breakfast (244). The Cmax for ethanol was highly variable and

low (0.01–0.15 g/100 mL) so that small absolute increases in BAC in themselves not

remarkable gave large percentage changes.

Amir et al. (293) recently confirmed that ranitidine (300 mg every evening for 1 wk)

increased bioavailability of ethanol and attributed this to accelerated gastric emptying.

The shorter residence time of ethanol in the stomach after drug treatment gave less

opportunity for metabolism of ethanol to occur via gastric ADH. In many of these

studies, the investigators fail to separate the contribution of hepatic ADH from that of

gastric ADH in FPM.

Attempts to replicate the JAMA study were unsuccessful even under similar test

conditions with many more volunteer subjects and varying the dose of ethanol from 0.15

to 0.3 and 0.6 g/kg (295). An influence of drug treatment if any was seen after the small-

est dose (0.15 g/kg) but the investigators warned that the finding might also be explained

by large intersubject variability in absorption kinetics of ethanol (295). In a particularly

good experiment, a small dose of ethanol (0.3 g/kg) was administered in the morning,

at midday, and in the evening in a well-designed randomized crossover study (296). The

treatment with ranitidine was optimal to achieve therapeutic concentrations in blood

before each dose of ethanol was administered (296). The median BAC time profiles

were remarkably similar regardless of drug treatment or the time of day when the alco-

hol was consumed.

Several other studies into this same drug–alcohol interaction failed to support the

conclusions in the JAMA article, namely that ranitidine has any marked effect on Cmax

or increases the bioavailability of ethanol (297,298).

4.1.6. Cimetidine

The first H2-receptor blocker was cimetidine (Tagamet®) and this drug received

considerable attention regarding potential for interaction with ethanol (299–301). Cime-

tidine was shown to inhibit gastric ADH activity in vitro using gastric biopsy speci-

mens. Indeed, the chemical structure of cimetidine includes a five-membered imidazole

ring, which resembles that of pyrazole and its derivatives, which are well-known inhib-

itors of hepatic ADH (302).

A large body of literature has appeared dealing with the interaction between cimet-

idine and the pharmacokinetics of ethanol with special reference to FPM. The current

opinion appears to be that the effect of this drug is negligible and can be largely explained
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by the large interindividual variations in gastric emptying (303–306). One of the few
studies in patients suffering from duodenal ulcers and normally taking this medication
also failed to confirm an effect of cimetidine on pharmacokinetics of ethanol (307).
Some older reports failed to show that this drug altered the pharmacokinetic parameters
of ethanol such as Cmax and tmax or AUC compared with a placebo control treatment.
Other studies reported that the peak BAC after cimetidine was higher compared with
a control treatment but no attempt was made to resolve confounding effects of the drug
on gastric emptying (308).

The effect of cimetidine on ethanol pharmacokinetics, if any, seems to center on
the absorption process and probably involves factors that control gastric emptying. In
most studies of this drug–alcohol interaction, a bolus dose of ethanol is usually admin-
istered 1 h after subjects are given a standardized breakfast (309). Drinking after a meal
is known to influence rate and extent of ethanol absorption in an unpredictable manner
and Cmax is usually decreased compared with intake of alcohol on an empty stomach.
Seitz et al. (310) reported that the peak concentration of ethanol in plasma was 0.086
g/100 mL for cimetidine treatment compared with 0.078 g/100 mL for placebo, a small
absolute difference. Seitz et al. (311) also gave ethanol by intravenous infusion and
found no difference in the rate of blood alcohol decline after pretreatment with cime-
tidine compared with placebo, which supports the lack of any metabolic interaction
between ethanol and cimetidine.

Feely and Wood (312) studied six male subjects to assess the effect of cimeti-
dine on pharmacokinetics of ethanol and at the same time also recorded subjective feel-
ings of ethanol-induced inebriation. The peak plasma alcohol concentrations (PAC)
were within the range expected for the dose and conditions of drinking. After cimetidine
treatment the Cmax was higher compared with placebo (0.146 g/100 mL vs 0.163 g/100
mL) and AUC was increased, although these findings might reflect a faster absorption
of ethanol after drug treatment. The subjective intoxication scores were maximum at
or near the Cmax as expected.

Webster et al. (313) reported a negligible effect of cimetidine on ethanol absorp-
tion, distribution, and elimination in the body. These workers employed a breath alco-
hol analyzer to map the BAC profile in four men and three women who were given
cimetidine (200 mg three times daily), ranitidine (150 mg twice daily), or placebo for
2 d. The peak BAC and AUC were slightly higher after ranitidine but not after pre-
treatment with cimetidine or placebo. Dobrilla et al. (314) also failed to find any sig-
nificant effect of cimetidine treatment on the pharmacokinetics of ethanol in a human
study that also included measurements of ethanol-induced impairment.

The results of a carefully controlled study by Jönsson et al. (314) into the effect
of H2-antagonists on the metabolism and pharmacokinetics of ethanol are shown in
Table 4. Because the same subjects participated in each arm of the study, this kind of
experimental design has a high power to detect any differences between treatments.
However, neither pretreatment with cimetidine, ranitidine, nor an alternative drug for
stomach ailments (the proton-pump inhibitor omeprazole) seemed to influence Cmax,
tmax, rate of elimination from blood (k0), or AUC for ethanol. No significant differences
were observed compared with a control no-drug treatment, thus failing to support
an interaction between H2-receptor antagonists and the kinetics of ethanol. However,
the study by Jönsson et al. (314) used a higher dose of ethanol (0.8 g/kg) and this was
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consumed on an empty stomach instead of 1 h after subjects had eaten breakfast. The
studies reporting an increased area under the BAC time curve after cimetidine or rani-
tidine treatment involved the use of smaller doses of ethanol (0.15–0.3 g/kg). None of
these studies actually resolved the relative importance of the stomach and the liver as
the site for FPM of ethanol. These discrepancies underscore the dangers of drawing
false conclusions from drug interaction studies because of differences in experimental
protocol might lead to quite different results and conclusions.

Fraser (315) presented a balanced review of studies dealing with the interaction
of ethanol and H2-receptor antagonists. He came to the conclusion that except for very
special circumstances such as drinking small doses of ethanol (0.15 g/kg) after eating
a meal there was no evidence to support that this class of drug altered the absorption,
distribution, or elimination of ethanol. The results after a very low dose of ethanol (0.15
g/kg) seemingly approached significance, but this could just as well be accounted for
by the large intersubject variability in Cmax and AUC, making it virtually impossible
to draw any firm conclusion about how this kind of drug treatment alters the disposition
kinetics of ethanol. The major confounding factors are stomach-emptying rate and
food-induced alteration of blood flow to the liver as well as the amount and composi-
tion of food ingested before drinking the ethanol. This example of drug–alcohol inter-
action has been referred to as “much ado about nothing” or mountain or molehill (316).

5. PHARMACODYNAMIC ASPECTS OF ETHANOL

Ethanol is unique among drugs of abuse in exhibiting two completely different
actions on the body, one being metabolic and nutritional and the other depression of
the CNS leading to tolerance and dependence after chronic exposure (45). The com-
bustion of ethanol liberates substantial amounts of energy, actually 7 kcal per gram,
making it intermediate as an energy source between fats (9 kcal per gram) and carbohy-
drates and proteins (4 kcal per gram). Alcoholics can derive much of their daily energy
needs from the large amounts of alcohol they drink. However, the energy derived from
alcohol cannot be stored in other forms for use when needed as glucose is stored as
glycogen. Moreover, alcoholic drinks lack the important micronutrients (vitamins and
minerals) contained in ordinary foodstuffs (41–43). Accordingly, when the liver is

Table 4
Effect of Cimetidine, Ranitidine, Omeprazole,

and a No-Drug Control Treatment on the Peak Blood Alcohol
Concentration (Cmax), the Time to Reach the Maximum (tmax), the Rate

of Elimination of Alcohol From Blood (k0), and the Area Under the Curve (AUC)

Cmax g/100 mL    tmax min k0 g/100 mL/h AUC g x h/100 mL
Treatment mean (range) median (range) mean (range) mean (range)

Cimetidine 0.101 (0.094–0.108) 70 (52–88) 0.015 (0.014–0.016) 0.414 (0.376–0.451)
Ranitidine 0.103 (0.092–0.113) 64 (51–77) 0.014 (0.013–0.015) 0.436 (0.395–0.478)
Omeprazole 0.102 (0.091–0.113) 69 (53–84) 0.014 (0.013–0.015) 0.433 (0.380–0.487)
Control 0.105 (0.092–0.118) 70 (49–91) 0.014 (0.013–0.015) 0.443 (0.387–0.500)
   (no drug)

Twelve healthy men participated in a randomized crossover study.
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metabolizing ethanol it cannot conduct its normal metabolic functions such as taking
care of fats, carbohydrates, and proteins. The metabolic disturbances associated with
hepatic oxidation of ethanol are related to a shift in the redox state of the liver toward
a more reduced potential (higher NADH/NAD+ ratio). Many physiological NAD-depen-
dent reactions are offset during ethanol oxidation, resulting in among other things an
increase in lactate-to-pyruvate ratio and thereafter metabolic acidosis, accumulation
of fatty deposits, hypoglycemia, and other untoward effects (41).

5.1. Ethanol-Induced Impairment
Ethanol must be considered a relatively weak psychoactive substance compared

with most other drugs of abuse considering the much larger doses and higher blood
concentrations necessary to alter a person’s mood and behavior and cause inebriation
(71). The way ethanol acts on the brain and CNS was long considered to involve non-
specific interaction with cell membrane lipids, similar to the action of organic solvents
(e.g., ether and chloroform) and general anesthetic gases (e.g., N2O, enflurane, and halo-
thane). It is well established that lipid solubility determines the potency of anesthetic
agents according to the Meyer-Overton theory, which would therefore make ethanol a
weak narcotic agent (317,318).

Like all other drugs, the effect of ethanol on the body is dose-dependent and, as
the amounts consumed increase, molecules of ethanol penetrate neuronal membrane
lipids making then more fluid (319). This structural change disrupts the functioning
of receptor proteins embedded in the membrane lipids, which in turn offsets electrical
signaling in the neurons. However, in vitro studies showed that the amounts of etha-
nol necessary to bring about fluidization of membrane lipids were considerably higher
than those normally associated with intoxication and altered behavior. Furthermore, a
pure narcotic action on neuronal membranes was not in line with the wide spectrum of
ethanol’s pharmacological effects including euphoria, impaired motor coordination,
arousal, and cognition (319). This led to the search for other mechanisms to explain the
effects of ethanol on mood and behavior, such as specific receptor proteins that regu-
late synaptic activity and neurotransmission (320).

The best candidate for a brain receptor for ethanol’s intoxicating effect is that used
by the major inhibitory neurotransmitter �-aminobutyric acid (GABA), in particular
the GABAA receptor (321–324). A diverse range of compounds bring about sedation
and anesthesia and these work by enhancing the effects of GABA (317,318). This recep-
tor complex is made up of a number of subunits arranged symmetrically to form an ion-
channel (Fig. 13). When the receptor is activated (e.g., by a GABA agonist) the ion
channel opens and chloride ions flow into the cell, which starts a chain of molecular
events that eventually produces a pharmacological response. GABA binds to the �-sub-
unit of the receptor and the presence of ethanol potentiates the agonist action of the
neurotransmitter (321).

Yet another site for the action of ethanol in the brain is the receptor for glutamate,
which is the dominant excitatory neurotransmitter (319). Ethanol seems to antagonize
the NMDA (N-methyl-D-aspartate) glutamate receptor, which can also account for
some of the diverse effects associated with overconsumption of ethanol. This occurs
not by blocking the binding of glutamate but by mechanisms that are more complex
involving the flux of sodium and calcium ions through the receptor channel to trigger
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the action of second messengers. Activation of NMDA receptors was also suggested as
a mechanism to explain some of the antisocial and aggressive behaviors seen in drunken
people (324).

Both during and after drinking ethanol, the drug distributes rapidly with the blood-
stream to reach all parts of the body. Ethanol passes the blood–brain barrier with ease.
After a single drink people experience feelings of mild euphoria, indicating that etha-
nol molecules have already entered the brain and started to interfere with neurochemical
transmission. Ethanol, like other low-mol wt alcohols, is classified as a CNS depressant,
which means that other CNS depressant drugs (e.g., barbiturates and benzodiazepines)
are obvious candidates for pharmacodynamic interaction (325–328). Drug-induced
effects on the brain depend on the dose taken, the route of administration, lipid solubil-
ity, and the degree of tolerance development in the individual.

When BAC is relatively low (<0.03 g/100 mL) most people experience mild
euphoria with a loss of inhibitions and some become more sociable and talkative (325).
As drinking continues and the BAC rises to 0.05–0.10 g/100 mL, judgment is impaired
and some people become emotionally unstable, showing diminished attention and con-
trol. At even higher BAC (0.15–0.20 g/100 mL) speech is slurred and incoherent, bal-
ance is seriously impaired, and reaction time is slowed appreciably, especially in choice
situations. However, moderate drinkers rarely reach such high BACs owing to the
ill effects and nausea they experience, especially after rapid drinking when vomiting
also frequently occurs. For those who continue to drink and tolerate higher BACs, the

Fig. 13. Schematic representation of the �-aminobutyric acid receptor (GABAA) showing
its ion channel for chloride and the different binding sites for GABA, benzodiazepines,
barbiturates, and ethanol. When activated chloride ions flow into the cell, a chain of
events is triggered, ending in a pharmacological response.
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impairment of body function becomes progressively worse with pronounced ataxia and
balance disturbances and some people cannot walk or stand upright without support.
At still higher BAC (>0.3 g/100 mL), the narcotic action of ethanol becomes evident
with deep sedation and stupor with a general loss of consciousness, and impaired cir-
culation. A profound depression of the respiratory center in the brain stem occurs when
BAC is between 0.4 and 0.5 g/100 mL and, depending on circumstances, many deaths
occur owing to respiratory failure (329,330).

5.2. Tolerance Development
Large variation in individual response and sensitivity to ethanol exists in a popu-

lation of drinkers, and the BAC necessary to cause death in one person might be well
tolerated by another depending on, among other things, their experience with alcohol
and duration of exposure to this drug (329,330). Tolerance is the diminution of the effect
of a drug as a result of a prolonged or heavy use (40). If a person’s BAC rises rapidly
after drinking to pass 0.15 g/100 mL, this often triggers a vomit reflex, which has doubt-
less saved the lives of many inexperienced drinkers. On the other hand, many people
die through asphyxia by aspiration of stomach contents when they vomit in a deeply
comatose state. Moreover, certain drugs might block the vomit reflex or, if alcohol is
consumed in divided doses over several hours and the BAC rises more slowly to pass
0.15 g/100 mL, the person might not necessarily vomit.

After intake of a single intoxicating dose of ethanol when distribution of the drug
into all body fluids and tissues is complete, there is a marked recovery from the initial
impairment effects (331). This phenomenon of adaptation is called the “Mellanby
effect” after the British pharmacologist who first made the observation during experi-
ments with dogs (332). The animals regained their ability to stand on four legs and walk
and react to orders several hours postdosing despite the fact that BAC was the same or
even higher then it was when they first became incapacitated on the rising limb of the
BAC curve (332).

The Mellanby effect is also called acute tolerance, that is, the tolerance that devel-
ops during a single exposure to the drug. This condition is distinct from chronic toler-
ance, which develops after long-term administration of high doses of the drug (39,40,
331). Ethanol also exhibits cross-tolerance with other sedative-hypnotic drugs and CNS
depressants such as barbiturates and benzodiazepines, via adaptation at the cellular level
via the GABAA receptor complex (40). Yet another kind of tolerance is metabolic or
dispositional tolerance, which is the ability of a person to dispose of the drug more
effectively after a period of continuous heavy drinking (40,331). The mechanism under-
lying metabolic tolerance is related to an increased capacity of microsomal enzymes
(e.g., CYP2E1) to oxidize ethanol after continuous heavy drinking or taking other CNS
depressants for prolonged periods (28,32).

Reports of some impaired drivers with BAC above 0.4 g% and a few even exceed-
ing 0.5 g% seem hard to rationalize when some authorities maintain that a median BAC
of 0.35 g% or thereabouts is sufficient to cause death (333). This introduces the need
to consider development of chronic tolerance and its time course whenever toxicity of
ethanol and drug–ethanol interactions are considered. After people consume large
amounts of ethanol daily for several weeks or months, they develop chronic tolerance
and the brain somehow manages to adapt to its alcoholic environment. The individual
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learns to walk and talk and function well enough to attempt to drive and can perform
other skilled tasks albeit with difficulty. These very high BACs of 0.4 g% or more are
seemingly tolerated without the need for emergency hospital treatment (334). By con-
trast, starting from a zero BAC and drinking sufficient quantities of alcohol during a
single evening to reach 0.4 g% would result in gross intoxication, stupor with loss of
consciousness, coma, and perhaps death by termination of the breathing reflex located
in the medulla oblongata. Death may occur at considerably lower BACs if the person
suffocates by inhalation of vomit, e.g., when in a comatose state and when arousal is
severely impaired.

Table 5 gives an example of individual tolerance development to alcohol in appre-
hended drinking drivers (N = 244), each of whom was examined by the same physician
without knowledge of their actual BAC. Using a questionnaire and checklist for clini-
cal signs and symptoms normally associated with drunkenness, the physician formed
an opinion whether the suspects were not under the influence of alcohol, or showed
mild, moderate, or severe symptoms of alcohol influence. Very different conclusions
were reached within each 0.05 g/100 mL BAC range and widely different BAC were
noted for the same diagnosis (mild, moderate, or severe). This example illustrates devel-
opment of both acute and chronic alcohol tolerance. Because the same person examined
all suspects, the differences noted cannot be attributed to the experience of the physician.
Furthermore, some people have the ability to pull themselves together when under pres-
sure or they find themselves in a critical situation.

5.3. Toxicity of Ethanol
Ethanol should really be considered a dangerous drug considering the small differ-

ence between a harmless social drink and a fatal dose. This ratio of lethal dose (LD50)
to social dose (ED50) is only about 10:1 corresponding to the amount necessary to cause
mild euphoria (0.05 g%) and to cause death (0.5 g%). However, the question of the BAC
necessary to cause death is not easy to answer and widely different opinions exist among
specialists in forensic toxicology and legal medicine (329,330). One problem stems

Table 5
Number of Individuals Considered Under the Influence

of Alcohol as a Function of Blood Alcohol Concentration Based
on a Clinical Examination and Questionnaire by One and the Same Physician

Not Under
Blood Alcohol,  Influence Mild Signs Moderate Signs Severe Signs
g/100 mL N  of Alcohol and Symptoms and Symptoms and Symptoms

0.00–0.049 29 3 26 – –
0.05–0.099 39 2 37 – –
0.10–0.149 54 2 41 10 1
0.15–0.199 47 1 24 17 5
0.20–0.249 47 – 20 22 5
0.25–0.299 25 – 7 11 7
0.30–0.359 3 – 1 1 1

The people examined (N = 244) were suspected of driving under the influence of alcohol in
Sweden.
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from the fact that the BAC determined at autopsy is not always a reliable reflection of
the total amount of alcohol the person consumed or even the highest BAC reached before
death.

Also the sampling site used to obtain blood for toxicological analysis needs to be
carefully considered to minimize the risk of postmortem artifacts compromising the
results (335). The phenomenon of postmortem redistribution of alcohol and drugs has
been discussed in detail elsewhere (335). The blood-sampling site recommended for
toxicological analysis is the femoral vein after clamping off the vein prior to drawing
blood. The metabolism of alcohol commences immediately at the start of drinking
and in the vast majority of people the rate of elimination from blood is between 0.01
and 0.025 g%/h. In those with metabolic tolerance, which is not uncommon in alco-
holics and heavy drinkers prone to die of alcohol toxicity, the rate of elimination might
be 0.03 g%/h or more (159). What this means is that the BAC at autopsy gives a con-
servative estimate of the amount of alcohol consumed or the BAC prevailing several
hours before death. Depending on the circumstances, the BAC at autopsy might need
to be adjusted for the metabolism of ethanol that occurs between the start of drinking
and time of death (335).

After death BAC continues to decreases somewhat as the body cools and enzyme
activity terminates. Also water content of autopsy blood is somewhat less then for fresh
blood and because ethanol distributes into the water fraction, some feel that this differ-
ence should be considered. So besides measuring BAC, the blood water content should
also be determined by desiccation and BAC then adjusted to a blood water content of
80% w/w (335). Another problem in postmortem alcohol analysis is the risk for produc-
tion of ethanol after death by microbes utilizing glucose and other substrates. This prob-
lem is not trivial especially if the body is decomposed and putrefaction processes have
started. To some extent the validity of the BAC can be controlled and verified by sam-
pling and analysis of ethanol in other body fluids, such as urine or vitreous humor (335).

One of the effects of drinking a large dose of ethanol is to lower body temperature
by upsetting the central regulatory mechanisms in the brain (336,337). This effect is
exaggerated when the environmental temperature is also unusually low (337). Accord-
ingly, a very drunk person exposed to the cold, such as a skid row alcoholic sleeping
outdoors in the winter, is likely to be found dead with a BAC that otherwise he or she
would have easily tolerated (338,339). Hypothermia-related deaths might be impor-
tant to consider when the toxicity of alcohol is evaluated (340). One study reported a
BAC at death of 0.36 ± 0.08 g/100 mL (range 0.21–0.70) in alcoholics (N = 116) not
exposed to cold compared with 0.17 ± 0.09 g/100 mL (range 0–0.32) in another group
(N = 35), which were classified as hypothermic deaths (341).

An oft-times overlooked factor in alcohol-related deaths is positional asphyxia,
particularly if the person is lying facedown with partial obstruction of the airway. Most
heavy drinkers are also heavy smokers, and impaired lung functioning and breathing
difficulties as a result of long-term use of cigarettes might be another factor to consider
in addition to respiratory depression. If a person in a stupor or alcoholic coma is placed
in a compromising position so that the breathing becomes restricted, this could result
in death. Also, heavy cigarette smokers (which most heavy drinkers are) have higher
carbon monoxide levels and lower oxygen tension in blood supply to the brain and in
extreme cases this can lead to tissue hypoxia.



430                                                                              Jones

Finally, the role of ketoacidosis as a cause of death in alcoholics is just beginning
to be better understood (342,343). Alcoholics not only drink a lot of alcohol; they also
neglect to eat properly and glycogen stores quickly become depleted. The combined
influence of a hypoglycemic state and other metabolic disturbances make alcoholics a
risk group for ketoacidosis and this might have accounted for their demise (343). This
diagnosis is thought to be applicable when an alcoholic is discovered dead at home with
zero or low BAC and nothing more remarkable found at autopsy apart from an enlarged
and fatty liver (344). The determination of ketone bodies (acetone, acetoacetate, and
�-hydroxybutyrate) in postmortem blood was suggested as a useful biochemical test
to support a diagnosis of ketoacidosis death (344,345).

Another major factor influencing toxicity of ethanol is concomitant use of other
drugs, especially sedative-hypnotics like barbiturates and benzodiazepines that share
similar mechanism of action via GABA neurotransmission (346–349). Thus the BAC
necessary to cause death might be substantially lower in a person who also had a high
concentration of a barbiturate or a benzodiazepine in the blood (329,330,346).

5.4. Toxicity of Drug–Ethanol Interactions
Many drugs that interact with ethanol at the cellular level can produce unexpected

reactions, sometimes adding to or even potentiating the pharmacological effects expected
from either drug alone (350–352). Drugs such as heroin, morphine, methadone, as well
as other opiates have multiple actions depending on where in the body the target recep-
tors are located. So besides the relief of pain, opiate-like drugs also depresses respira-
tion making them particular dangerous when taken together with a large dose of ethanol,
which also functions as a respiratory depressant (325,353).

5.4.1. Propoxyphene
Propoxyphene (called dextropropoxyphene in Europe) was synthesized in 1953

and in terms of chemical structure and pharmacology is similar to methadone (325).
Propoxyphene (t1/2 8–24 h) is prescribed for treatment of mild to moderate pain, but
the drug also causes sedation and is often available in tablets together with aspirin or
acetaminophen (paracetamol). Shortly after propoxyphene became widely prescribed
(~1957) a number of overdose fatalities were reported and one common finding in
these deaths was the high prevalence of ethanol (354–358). Deaths associated with prop-
oxyphene use continue unabated and the drug is no longer registered in some countries
(e.g., Denmark). The ratio between lethal and therapeutic concentrations for propoxy-
phene is fairly narrow (359). Moreover, the toxicity of propoxyphene is enhanced in
alcohol abusers and binge drinkers. Although the mechanism of interaction with etha-
nol is not completely understood, it seems to be related to synaptic activity at GABA
and opiate receptors with additive effects on the depression of respiration (356,358).

5.4.2. Sedative-Hypnotic Drugs
Sedative-hypnotic drugs have diverse chemical and pharmacological properties

and are prescribed to calm anxious patients and to produce drowsiness, sedation, and
sleep by depressing the activity of the nervous system (325–327). These drugs are widely
prescribed and are obvious candidates for interaction with ethanol, owing to the simi-
lar mechanism and sites of action in the brain, namely the GABA receptor complex
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(360). Alcohol use should be avoided when taking this kind of medication because of
the risk of additive or supra-additive effects leading to more pronounced sedation (361,
362). Besides a worsened behavioral impairment and judgment when ethanol and other
CNS depressants are combined, there is a heightened risk for acute toxicity (363), as
evidenced by the many barbiturate–ethanol poisonings documented over the years with
many fatalities (364).

Examples of sedative hypnotics drugs exerting a pharmacodynamic interaction
with ethanol including barbiturates, benzodiazepines, and miscellaneous substances
are given in Table 6.

5.4.2.1. BARBITURATES

Among the oldest sedative-hypnotic drugs are derivatives of barbituric acid, which
was prepared in 1863 as a condensation product between urea and malonic acid (325,
366). Many alkyl derivatives of barbituric acid were synthesized and these found wide
use in therapeutics as sedative-hypnotic agents (325). Barbiturates were classified as
very short acting (anesthetics), short to medium acting (sleeping pills or hypnotics),

Table 6
Examples of Sedative-Hypnotic Drugs

with Strong Potential for Pharmacodynamic Interaction with Ethanol

Barbiturates Benzodizepines
(Trade Name) (Trade Name) Other CNS Depressants
and Half-Life and Half-Life (Trade Name) and Half-Life

Amobarbital (Amytal®) Alprazolam (Xanax®) Chlormethiazole (Heminevrin®)
15–40 h 6–22 h 3–5 h

Aprobarbital (Alurate®) Chlordizepoxide (Librium®) Chloral hydrate (Noctec®)
14–34 h 6–27 h 6–10 h

Butabarbital (Butisol®) Diazepam (Valium®) Ethchlorvynol (Placidyl®)
34–42 h 21–37 h 19–32 h

Hexobarbital (Sombulex®) Flunitrazepam (Rohypnol®) Glutethimide (Doriden®)
3–7 h 9–25 h 7–15 h

Mephobarbital (Mebaral®) Flurazepam (Dalmane®) �-hyroxybuyrate GHB
10–70 h 1–3 h  0.3–1.0 h

Methohexital (Brevital®) Lorazepam (Ativan®) Meprobamate (Miltown®)
3–5 h 9–16 h 6–17 h

Pentobarbital (Nembutal®) Midazolam (Versed®) Methaqualone (Sopor®)
20–30 h 1–4 h 20–60 h

Phenobarbital (Luminal®) Nitrazepam (Mogadon®) Methyprylon (Noludar®)
48–120 h 17–48 h 7–11 h

Probarbital (Ipral®) Oxazepam (Serax®) Paraldehyde (Paral®)
15–40 h 4–11 h 3–10 h

Secobarbital (Seconal®) Temazepam (Restoril®) Zolpidem (Ambien®)
15–40 h 5–15 h 1.4–4.5 h

Thiopental (Pentothal®) Triazolam (Halcion®) Zopiclone (Imovane®)
6–46 h 2–4 h 0.5–6.5 h

The sedative-hypnotic drugs’ trade names (US), and elimination half-lives are given (325,469).
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and long acting (sedatives and anticonvulsants). Barbiturates became the most common
drugs found in cases of accidental or fatal self-poisoning (326,327). They were notori-
ously dangerous in overdose owing to a narrow therapeutic index, and tens of thousands
of deaths have been caused by inadvertent use of these drugs either by accident or for
purposes of suicide (367). The barbiturates were commonly prescribed to relieve anxi-
ety, cause sedation and sleep, and also as antiepeleptic medication. Certain very short-
acting barbiturates were used as premedication before general anesthesia (e.g., thiopental).

The major clinical feature of barbiturate overdose was deep depression of the
CNS, and this was made worse when taken together with a large dose of alcohol (367).
Table 7 shows the concentrations of various barbiturates and meprobamate in blood in
a number of fatal poisonings with and without the presence of alcohol. Note that the
blood concentrations of these sedative-hypnotics are lower when the victim also had
an elevated BAC (341).

Chronic use of barbiturates causes induction of CYP450 enzymes including CYP2E1,
which results in faster metabolism of many other psychoactive drugs and medications as
well as of ethanol (41–43). Similarly, chronic intake of ethanol induces CYP enzymes
so that barbiturates are more rapidly metabolized in heavy drinkers and alcoholics
(32,199). Without any doubt, the most serious interaction between barbiturates and
ethanol was their combined action in the brain via voltage and ligand-gated ion chan-
nels that control neuronal activity. The major site for interaction is the receptor for the
inhibitory neurotransmitter GABA. The risk for toxicity and high abuse potential of
barbiturates has meant that they are not prescribed much today. Instead, much safer
anxiolytic drugs such as the benzodiazepines and more recently the pyrazolopyrimidine
hypnotics are available, such as zolpidem and zopiclone (368,369).

5.4.2.2. BENZODIAZEPINES

The first benzodiazepines (chlordiazepoxide and diazepam) became available in
the early 1960 and swiftly dominated the market as a class of sedative-hypnotic drugs.
As a group they possess a much wider safety margin and are less toxic in overdose
then barbiturates (370–373). The benzodiazepines were and still are widely prescribed
for the treatment of such conditions as anxiety, muscle spasm, alcohol withdrawal, epilep-

Table 7
Concentrations of Some Sedative-Hypnotic Drugs in Postmortem

Blood in Drug-Related Deaths with and Without the Presence of Alcohol

Conc. Without Conc. with Blood Alcohol
Alcohol Mean Alcohol Mean Conc. Mean

Drug Na (Range) mg/L N a   (Range) mg/L   (Range) g/100 mL

Phenobarbital 11 93 (51–183) 4 69 (46–90) 0.11 (0.05–0.23)
Pentobarbital 11 26 (9–59) 11 21 (6–51) 0.11 (0.02–0.21)
Secobarbital 6 25 (0.7–47) 10 15 (2–66) 0.12 (0.01–0.30)
Meprobamate 12 112 (34–258) 18 99 (39–220) 0.14 (0.02–0.25)

Data from (341).
aNumber of cases.
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tic seizures, and insomnia (325,375). These drugs dominated the market as mild tranqui-
lizers, especially for treating anxiety and sleep disorders (325). However, their poten-
tial for toxicity should not be underestimated, especially the swifter acting hypnotics
midazolam, triazolam, and flunitrazepam (374,375). These substances have been incrim-
inated in many deaths both alone and especially together with other CNS depressants
such as opiates and ethanol (376–379).

Although much safer then barbiturates, the class of drugs they replaced, the gener-
ous prescribing of benzodiazepines along with their potential for abuse and dependence
make them dangerous, especially when taken together with a large amount of alcohol
(379–383). Most of the benzodiazepine group of drugs have low hepatic clearance and
are highly bound to plasma proteins making them less susceptible to metabolic inter-
action with ethanol via CYP450 enzymes (384). The interaction with ethanol is pre-
dominantly pharmacodynamic (385).

Benzodiazepines are absorbed rapidly and on reaching the brain they function by
binding to a specific type of receptor, which is widely distributed in those parts of the
brain that control anxiety, memory, sedation, and coordination (385–387). The endog-
enous brain chemical that normally activates these same receptors is GABA, the most
important inhibitory neurotransmitter. The binding site for benzodiazepines is distinct
from the GABA receptor site, which in turn is distinct from the binding site for barbit-
urates (321–323).

Figure 13 gives a schematic representation of the GABA receptor complex show-
ing the binding sites for ethanol, barbiturates, and benzodiazepines. Drugs of the benzo-
diazepine and barbiturate families act as agonists and therefore enhance the effects of
GABA, leading to a diminished brain activity and a tranquilizing effect (321). Ethanol
also facilitates GABA neurotransmission and, depending on the dose and the concentra-
tion reaching the receptor, elicits anxiolytic, anticonvulsive, and anaesthetic properties.
The GABAA receptors are considered the molecular targets for the action of benzodiaz-
epines, barbiturates, and ethanol (323).

Diazepam is a GABAergic agonist that binds tightly to specific sites on the GABAA
receptor to open an ion channel allowing chloride ions to flow into the cell (324).
Ethanol also acts on the GABAA receptor but at a different binding site from diazepam,
and when taken together with diazepam these drugs interact in an additive way to reduce
nerve activity in the brain leading to, among other things, deeper sedation. Also, the
many other sedative-hypnotic drugs listed in Table 5 are thought to act in one way or
another via the GABAA or GABAB receptors and thus have potential for interaction
with ethanol.

The combined effect of ethanol and chloral hydrate, the oldest sedative-hypnotic
drug, gained the reputation of having devastating effects on the individual in terms of
sedation (169–171). This drug combination became known as knock-out drops or a
Mickey Finn and was the mixture of choice for quickly putting people to sleep. How-
ever, there is not much scientific evidence that the ethanol-chloral mixture is any more
effective than chloral hydrate alone. After ingesting chloral hydrate, the drug is rapidly
hydrolyzed (t1/2 = ~4 min) to form trichlorethanol, which is a pharmacologically active
metabolite having a longer half-life than the parent drug. Detoxification of trichloretha-
nol occurs via conjugation reactions with glucuronic acid or oxidation via the ADH
pathway to produce an inactive metabolite trichloroacetic acid (171). Chloral hydrate
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furnishes an example of a sedative-hypnotic drug exerting both a metabolic as well as a
pharmacodynamic interaction with ethanol.

5.4.3. Illicit Drugs
Any drug or chemical agent with psychoactive properties, that is, having its site

of action in the CNS, has the potential for pharmacodynamic interaction with ethanol,
thus altering a person’s mood and behavior. The entire range of abused drugs including
CNS stimulants such as cocaine, amphetamine, and methamphetamine, the opiates (heroin
and morphine), cannabis and marijuana, as well as hallucinogens like LSD are candi-
dates for interaction with ethanol at the cellular level. Also commonly prescribed medi-
cations such as antidepressants and antihistamines that modulate the uptake and/or
release of neurotransmitters are also strong candidates for pharmacodynamic interaction
with ethanol (390–392).

Polydrug use is widespread among drug-dependent individuals and coabuse of the
legal drug ethanol is no exception. An interesting example of the combined influence
of an illicit drug and a legal drug is the interaction between cocaine and ethanol, which
leads to the synthesis of a new psychoactive substance called cocaethylene (393).

5.4.3.1. COCAETHYLENE

The epidemic of crack cocaine abuse in the United States meant that coingestion
of cocaine and alcohol became one of the most commonly encountered drug combina-
tions in many abusers. Indeed, the use of alcohol and cocaine became popular in some
circles because it allegedly gave more intense feelings of high (394). Cocaine also
seemed to antagonize some of the learning deficits and the impairment of psychomotor
performance after drinking ethanol (395). Interestingly, it was observed that when
cocaine and ethanol were used together, a new pharmacologically active substance was
produced called cocaethylene (396). This compound was biosynthesized during the
metabolism of cocaine in individuals with elevated BAC (397). Cocaine undergoes rapid
hydrolysis by various carboxyl esterases to produce its major metabolite benzoylecgonine
and simultaneously also cocaethylene (398). Cocaethylene was shown to pass the blood–
brain barrier and to exert its pharmacological effects through the dopamine receptor
thus enhancing the feelings of euphoria (399). Moreover, the elimination half-life of
cocaethylene is longer than for cocaine, which helps to maintain and prolong the effects
of the stimulant drug on the individual. Several studies suggested that when cocaine
was taken together with ethanol the risk for cardiotoxicity was increased (400,401).

6. DRUGS USED IN THE TREATMENT OF ALCOHOLISM

Alcohol abuse and alcoholism create enormous costs for the individual and society,
and much research effort has focused on early detection of problem drinkers by use of
various questionnaires and clinical tests searching for so-called biochemical markers
(402). The development of pharmacological treatments for addiction to alcohol and
other drugs is a major goal for the pharmaceutical industry (403–405). The ideal agent
should reduce craving for alcohol, and also block the reinforcing or pleasurable effects
associated with consumption of alcohol. The medication should also be free from side
effects and not interact with other medication the patient might be using. In recent
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years considerable progress has been made in the search for effective drug therapy to
treat alcoholism but there is still a long way to go (403–405).

Table 8 lists some of the drugs currently used for treatment of alcoholics during
the early detoxification period after stopping drinking and during the protracted absti-
nence period months later. Efforts to discover effective pharmacotherapy for treating
addiction to cocaine and opiates is also well underway and the various strategies used
were the subject of a recent review (405).

The first pharmacotherapy for abuse of alcohol utilized the disulfiram–alcohol
interaction, which was discussed earlier under the section dealing with ALDH inhibi-
tors (406,407). The underlying mechanism was interference with the second stage of
ethanol metabolism to cause an excess of the toxic metabolite acetaldehyde in the blood
(175). This precipitated a wide range of unpleasant effects such as flushing of the face
and upper arms, palpitations, headache, and breathing difficulties severe enough to scare
the person into stopping drinking. Another treatment strategy made use of subcutaneous
implants of antabuse tablets so responsibility for taking the medication was not with

Table 8
Drugs Used in the Treatment of Alcoholism and Their Mechanism of Action

Drug Mechanism of Action

Disulfiram (Antabuse®) This drug blocks the low-km enzyme of aldehyde dehydrogenase
and makes the patient more sensitive to effects of alcohol.
The concentrations of acetaldehyde in blood increase and this
causes unpleasant effects, including facial flushing, nausea,
headache, palpitations, tachycardia, etc., and hence the name
of this treatment is aversion therapy.

Diazepam/Lorazepam These benzodiazepines are given to patients who are undergoing
(Valium®/Ativan®) detoxification after long-term heavy drinking to counteract

the potentially dangerous withdrawal signs and symptoms
associated with alcohol abstinence including cramps,
convulsions, and deliriums.

�-hydroxybutyrate (GHB) A sedative-hypnotic drug, GHB interacts with the receptor for
GABA and can counteract some alcohol withdrawal symptoms
and seems also to reduce alcohol consumption and craving.

Naltrexone (ReVia®) This orally active opiate antagonist decreases craving during long-
term abstinence thus reducing the risk for relapse and the desire
to start drinking alcohol again. This treatment should be used
together with a program of social and psychological counseling.

Acamprosate (Campral®) This drug is a specific antagonist of the excitatory neurotransmitter
glutamate acting via the N-methyl-D-aspartate (NMDA)
receptor. Blocking the receptor reduces the intensity of craving
for alcohol and patients remain abstinent for longer. Again, a
program of psychological intervention is needed.

Ondansetron (Zofran®) This drug is one of the new serotonin (5HT3) antagonists and
helps to diminish the rewarding effect of drinking ethanol by
blocking activity at the dopamine receptor.
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the patient. However, the efficacy of this mode of treatment is questionable because the
concentration of acetaldehyde in blood was not increased in those subjects with anta-
buse implants after they drank alcohol compared with a placebo control implant (407).

The alcohol withdrawal phase that commences after a period of chronic heavy
drinking can become particularly dangerous and has sometimes resulted in death (406).
To alleviate the life-threatening episodes of seizures, convulsions, and delirium, the
patient is treated with various drugs. In the early phase of withdrawal, to help counter-
act mild to severe anxiety, agitation, and tremor, benzodiazepine agonists such as
lorazepam or diazepam are prescribed and the latter drug is sometimes referred to as
“dry alcohol,” indicating close similarity to ethanol in mode of action. Such GABAA
agonists have proved useful for management of the early alcohol withdrawal phase
but are not effective for treating dependence on ethanol and protracted abstinence.
Indeed, these drugs are themselves dependence producing so care is needed not to
replace one addictive drug (alcohol) with another (diazepam). The seizures and hallu-
cinations often associated with severe withdrawal from alcohol can be treated with
phenytoin and haloperidol respectively (406).

Newer pharmacological adjuncts for treatment of alcoholism include the opiate
antagonist naltrexone (ReVia®) (408). The mechanism by which this opiate works against
alcohol addiction is not clear but it seems to stop craving and the desire to continue
drinking particularly during the rehabilitation phase. It is known that opioid peptides
stimulate dopamine release in the brain, so blocking these receptors with naltrexone
helps to eliminate some of the reinforcing effects of ethanol. However, a number of ran-
domized controlled studies aimed at evaluating the effectiveness of naltrexone gave
conflicting results. It seems that besides drug therapy an important element in the treat-
ment is psychological and social intervention, and without these the results were not
so impressive (408,409).

The medication acamprosate (Campral®) has been approved in several European
countries for treating alcohol dependence, and this drug seems to prolong the time for
relapse in abstinent alcoholics (410). The drug works via the GABAA and NMDA recep-
tors by modulating their activity and somehow reducing the unpleasant feelings of absti-
nence from alcohol therefore helping to reduce craving and relapse.

Besides being a dangerous drug of abuse the GABA analog GHB, which has sedative-
hypnotic properties, has been shown to alleviate withdrawal symptoms associated with
alcohol abstinence. However, great care is needed in finding the optimal dose of GHB for
effective therapy (411). This drug apparently interacts with the GABAB receptor (412).

One of the most recent drugs to emerge for pharmacological treatment of alcohol-
ism is Ondansetron (Zofran®), which blocks the serotonergic 5HT3 receptor (413,414).
Taking this drug seems to regulate the release of dopamine into the nucleus accumbens
thereby lowering the lust to continue drinking alcohol. In a placebo-controlled trial
with mildly alcohol-dependent male outpatients, the drug helped to reduce alcohol con-
sumption (413).

Many other substances with their mode of action in the brain have been proposed
or tested in the quest to find an effective pharmacological treatment for alcohol depen-
dence. Substances such as lithium, the drug of choice in mania, to newer antidepressants
such as the serotonin selective reuptake inhibitors (SSRIs), e.g., citalopram or anxiolytic
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agents, buspirone, and ritanserin, as well as antipsychotic drugs like the dopamine antag-
onist haloperidol, have been investigated but without much success (406,414).

 7. SOBERING-UP DRUGS

Many attempts have been made to develop a drug that would prove effective in
sobering up heavily intoxicated or comatose patients (415). One such line of research
looked at the possibility of accelerating the rate of hepatic oxidation of ethanol and thus
reducing the time needed to clear ethanol from the blood and bring the person below
some threshold BAC such as the legal alcohol limit for driving (416). Another approach
was directed toward finding a specific alcohol antagonist that would counteract alco-
hol-induced impairment but without necessarily speeding up the rate of elimination of
ethanol from the bloodstream. A substance that initially showed promise as an effective
antagonist of some of ethanol’s CNS effects was a novel benzodiazepine derivative
denoted Ro15-4513 (417). Administering this drug to rats made immobile by a large
dose of ethanol ameliorated some of the untoward behavioral and neuropharmacologi-
cal effects of the depressant drug (320). Also the GABAB receptor antagonist phaclofen
proved useful in modifying some of the behavioral effects of ethanol, at least for a
short time after administration (418).

Sobering-up drugs are known as amethystic agents, being derived from the Greek
word amethystos meaning a remedy against drunkenness (406,416). The availability of
an effective sobering agent might have clinical applications for the treatment of highly
inebriated or comatose patients in a similar fashion to naloxone, which is the drug of
choice for reversing the effects of heroin or opiate overdose. An OTC sobering-up pill
would obviously find a market among those who drink and drive to bring them below
some critical threshold value in a shorter time, e.g., the legal alcohol limit for driving
(415). The ideal sobering-up agent should (a) antagonize ethanol without itself alter-
ing physiology or behavior; (b) have no adverse or toxic effects; (c) have a rapid onset
of action lasting long enough to eliminate ethanol from the body; and (d) not have any
of its own dependence-producing properties (419).

Various carbohydrates such as sucrose, glucose, and fructose have been exten-
sively studied in attempts to speed up the elimination of ethanol. In some countries,
small packets of fructose were made available at pubs and bars as a sobering remedy
but their effectiveness has been difficult to verify in controlled human studies (419).
Along the same lines, much interest was shown in developing a “hangover pill” that
would alleviate some of the unpleasant after effects of an evening’s heavy drinking
(420). Such a hangover remedy might involve taking a mixture of various vitamins or
salt solutions to correct the water and electrolyte imbalance resulting from an evening’s
heavy drinking. Once again, no proper validation of such a hangover cure has been pub-
lished to my knowledge (420).

Testing the effectiveness of a sobering-up agent is not easy owing to the many
variables that need to be considered, and the particular experimental design makes cor-
rect interpretation of the results difficult (421–423). When fructose is ingested before or
together with ethanol, the sugar treatment also delays stomach emptying so absorp-
tion of ethanol is slower, resulting in low Cmax and later tmax (424). This complicates
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evaluation of the fructose effect because eating a meal before drinking also slows absorp-
tion of ethanol and lowers Cmax. Moreover, large doses of sugar might have an osmo-
tic effect, which slows intestinal absorption of ethanol, and hypertonic sugar solutions
could retain water and ethanol in the gastrointestinal tract for longer periods com-
pared with intake of isotonic fluids. Great care is needed not to confuse the influence
of the sugars on the rate of absorption of ethanol from an influence of carbohydrate on
the rate of hepatic clearance of ethanol. Novel experimental designs are necessary for
obtaining unambiguous results (423).

The mechanism of the fructose effect is considered to involve a swifter reoxidation
of the reduced coenzyme NADH back to NAD+ necessary for further oxidation of etha-
nol via the ADH pathway (425,426). However in a healthy, well-nourished individual,
fructose treatment was not very effective in accelerating the elimination of ethanol
although some beneficial effect might be seen in fasted or malnourished individuals
(427). Some reports warned about giving large amounts of fructose because of the
risk of gastrointestinal pains, lactic acidosis, and hyperuricemia owing to metabolic
shifts in the hepatic redox state of the liver (428).

When fasted or malnourished subjects were treatment with fructose, the rate of
ethanol oxidation was increased by 25–100% compared with a placebo treatment (427).
Some investigators administered fructose orally and gave the ethanol intravenously,
thus sidestepping the confounding influence of sugars on absorption of ethanol from
the gut (429). In some of these studies, 25–30% increases in the rate of ethanol elimi-
nation from the blood were reported. The clinical usefulness of fructose in acute alco-
holic intoxication was questioned, however, because of possible side effects such as
upper abdominal pains, nausea, and diarrhea (428).

8. MISCELLANEOUS SUBSTANCES

Hundreds of papers can be found describing interaction studies between ethanol
and other coadministered drugs, and a large bibliography on this subject was prepared
in 1970 (430). A plethora of agents were tested, ranging from inert substances such as
sodium chloride (431) to oxygenated water (432) to the artificial sweetener xylitol (433)
to vitamin mixtures (434,435), ascorbic acid (436,437), hormones and peptides (438),
as well as herbal medicines of various kinds (439–441). Examples of central stimulants
such as the legal drugs caffeine (442,443) and nicotine from smoking cigarettes (444)
to illicit drugs such as methamphetamine (445) and cocaine (394) have all been tested
for their interaction with ethanol in human studies. Medications with drugs acting on
the CNS, such as antihistamines (446) and the SSRI drugs (447,448) have all been in-
vestigated for their potential adverse interactions with ethanol. Many substances have
been tested without any prior theoretical basis for expecting an interaction with ethanol,
via metabolic pathways or through pharmacodynamic CNS effects (449–453). The
marginal effects reported in some studies could be ascribed to the limited number of
subjects used or other experimental design features such as demographics of the partic-
ipants or their smoking, drinking, and dietary habits. The results from many quarters
make it much more likely that coadministration of ethanol will have a much greater
influence on the absorption, distribution, and elimination characteristics of the drug
or medication, rather then vice versa (454).
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9. CONCLUDING REMARKS

This chapter has presented an overview of various drug–alcohol interactions and
the underlying mechanisms involved. The main focus was on drugs of interest in foren-
sic medicine and toxicology. No attempt was made to review the hundreds of studies
describing the effects of alcohol and drugs on psychomotor skills relevant to driving;
these are dealt with elsewhere (24,31,38,48). Instead, the major focus was placed on
the underlying mechanisms of drug–alcohol interaction, whether involving inhibition
or induction of drug-metabolizing enzymes or behavioral effects caused by altered
synaptic activity in the brain.

The legal drug ethanol is a leading candidate for interacting with prescription drugs
and OTC medications and clear warnings should be given by the physician and pharma-
cist when these preparations are used (53,54,454). Drugs that can increase a person’s
BAC, by whatever mechanism, are much discussed and debated in legal proceedings
relating to driving under the influence of alcohol (22). The question of intent to commit
a drunk-driving offense becomes an issue if evidence can be mustered that use of a
prescription or OTC drug raised the BAC or slowed down the rate of removal of etha-
nol from the blood. In this connection it is worth keeping in mind that some OTC and
prescription medications contain alcohol as one of the ingredients. For example, many
cough syrups (e.g., Nyquil ~25% v/v ethanol) and the opiate antitussive medication
ethylmorphine are dispensed mixed with ethanol (10% v/v). Also many mouthwashes,
vitamin tonics, and pick-me-up drinks are available containing 10–20% v/v ethanol,
so like any alcoholic beverage, drinking these in excess can certainly raise a person’s
BAC (54,455,456).

Sudden deaths resulting from the combined use of large doses of alcohol and seda-
tive-hypnotic sleeping pills such as barbiturates are classic in the annals of toxicology
(326,327). There is always a risk of toxicity when ethanol is combined with CNS depres-
sants owing to similar mode of action in the brain and a high potentially for dangerous
respiratory depression and circulatory arrest (454). This needs to be considered when
cause of death is decided in medical examiner cases. Furthermore, the concomitant
use of alcohol and CNS depressants results in diminished performance of skilled tasks
and risk of accidents at home, at work, and on the roads is increased (457).

Table 9 lists the drugs most commonly encountered in femoral venous blood sam-
ples from medical examiner cases in Sweden (458). For comparison, the most com-
mon drugs found in blood of drug-impaired drivers are also listed. In medical examiner
cases mostly licit drugs were identified, whereas in impaired drivers illicit drugs domi-
nated with amphetamine and tetrahydrocannabinol topping the list. Alcohol is the num-
ber one drug in both lists and is either present alone or together with other psychoactive
substances, both licit and illicit drugs. The drugs identified in the medical examiner
cases are not necessarily the cause of death but instead reflect the frequency of use of
these substances in this population of individuals. Moreover, diazepam (rank 4) has a
very long half-life (20–50 h), which means that this substance and its metabolite (nor-
diazepam) might be detected in blood for up to a week after last use (372,373).

The behavioral effects of ethanol and drugs depend on dose, route of administra-
tion, and the concentration of the substances reaching the brain, which in turn depends
on many genetic and environmental factors (459). Susceptibility to become addicted
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to drugs also includes a strong genetic component (460). There are marked racial and
ethnic differences in phase I drug-metabolizing enzymes, and CYP2D6, CYP2C9,
and CYP2C19 show polymorphism, which not only influences the rate of metabolism
of drugs but also helps explain the large variability in plasma concentrations and thera-
peutic response of the particular medication (461–465). The subject of pharmacoge-
netics of drug action and interaction has emerged as a hot research topic and the notion
of manufacturing tailor-made drugs based on genetic profiling of the individual is
something for the future (466,467). If this becomes a reality, perhaps adverse effects
of drugs and undesirable drug–alcohol interactions could be avoided (466). The alco-
hol flush reaction seen in many Asians when they drink alcohol is a direct result of the
inactive form of ALDH they inherit that makes them highly sensitive to acetaldehyde
produced during metabolism of ethanol. This adverse reaction protects them from
becoming heavy drinkers and alcoholics and is a good example of a pharmacogenetic
trait (468).

Much of the variability in pharmacokinetics of ethanol can be explained by a com-
bination of genetic and environmental factors as well as the experimental design of the
studies (469). Such things as the route and timing of administration of ethanol and drugs
and the selection and allotment of subjects to test and control groups will influence
outcome of the study. More work is needed to investigate variability in pharmacokine-
tics and pharmacodynamics of ethanol and drug–alcohol interactions in real-world drink-
ing situations with repeated intake of different kinds of alcoholic beverages without
reference to body wt or previous exposure to drugs.

Confusion and controversy exist regarding the reality of certain drug–alcohol
interactions. Animal studies are often not very helpful in elucidating the problem and
such articles have not been cited or considered in this review. Many older studies pur-
porting to find a significant metabolic or CNS interaction between ethanol and a partic-

Table 9
Top 10 Drugs Identified in Medical Examiner Cases and in Impaired Drivers in Sweden

Rank Medical Examiner Casesa Impaired Driversb

1 Ethanol Ethanol
2 Acetaminophen Amphetamine
3 Diazepam + nordiazepam Tetrahydrocannabinol
4 Propoxyphene Diazepam + nordiazepam
5 Morphinec Flunitrazepam + 7-amino flunitrazepam
6 Citalopram Morphinec

7 Codeine Methamphetamine
8 Propiomazine Codeine
9 Carbon monoxide Acetaminophen
10 Zopiklone MDMA (Ecstacy)

Many of these substances occur in combination with ethanol, the number one drug in both lists.
aFemoral venous blood.
bCubital venous blood.
cMetabolite of heroin and codeine.
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ular drug have not always withstood a careful scrutiny or reevaluation applying modern
experimental and statistical techniques. Some reports suggested that the antibacterial
drug metronidazole interacted with alcohol to produce an antabuse-like reaction but
this could not be confirmed in a recent study (198). Another experimental design issue
is the fact that most studies of drug–alcohol interactions are done with young healthy
volunteers and not with hospital patients or those people suffering from the ailment
that the medication is intended to treat.

It is hard to envisage a drug interacting with the absorption of ethanol to increase
a person’s BAC above that expected from drinking the same dose on an empty stomach.
Inhibition of the hepatic breakdown of ethanol is possible through a metabolic inter-
action with 4MP (fomepizole) (152). The acute phase of alcohol intoxication depends
on the dose taken, the speed of drinking, as well as many factors that influence gastric
emptying, particularly the presence of food in the stomach (24,25). Interaction between
ethanol and psychoactive substances often leads to exaggerated impairment of body
function or enhanced toxicity compared with the effect of either drug taken alone. The
effect of ethanol and prescription drugs such as barbiturates or benzodiazepines repre-
sents a particularly dangerous combination owing to the common sites and mechanisms
of action in the brain, namely via GABAA receptors.
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1. INTRODUCTION

1.1. Forms of Nicotine Replacement Therapy and Prevalence of Use

1.1.1. Forms of Nicotine Replacement Therapy

The first nicotine replacement therapy (NRT) that was made available to con-

sumers was transmucosally delivered nicotine polacrilex (“nicotine gum”). The 2-mg-

containing formulation of nicotine gum was first marketed in the United States in 1984

as a prescription medication. The 4-mg form was marketed in 1992 to enable heavier-

smoking patients the replacement levels that they required for successful smoking

cessation. In 1996, both the 2- and 4-mg forms were marketed as over-the-counter

(OTC) medications in the United States, which has made the products much more widely

available to consumers. In 1999, a mint-flavored gum was marketed in the United States

in an effort to increase compliance with use instructions among patients who found

the original (“peppery”) flavor to be unpalatable. About 50% of the nicotine in gum is

absorbed, most via the buccal mucosa and a small portion through the stomach due to

swallowed saliva (1). Thus, when nicotine gum is chewed on a fixed schedule of 10

pieces per day, a smoker receives about 10 mg or 20 mg of nicotine per day using the

2-mg or 4-mg gum formulations, respectively. The average systemic intake of nicotine

from cigarettes is about 30 mg/d (2). Thus, most gum chewers do not match daily the

nicotine levels achieved through the smoking of a cigarette. Furthermore, because of

the relatively slow absorption of nicotine from gum compared to smoke inhalation,

individual doses do not produce the extremely high arterial levels of nicotine produced

by smoke inhalation (3).
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In the United States, prescription-only marketing of four transdermal-delivery

(“nicotine patch”) systems began in late 1991 and 1992. In 1996, two brands of nico-

tine patches were marketed as OTC medications to increase availability to consumers.

The transdermal patch delivers nicotine throughout the day. Compliance is based on

whether or not the patient places the patch on the body in the morning, rather than

actively using a product throughout the day, as is the case with the gum. As shown in

Fig. 1, the nicotine patch delivers nicotine more slowly to the bloodstream than the

gum does, although nicotine plasma concentrations can get higher during the day with

patch use than with gum use, especially if the patient uses fewer pieces of gum than

recommended. The highest dose of all patch brands deliver an average of 0.9 mg nico-

tine per hour although, as shown in Fig. 1, the within-day kinetics varies considerably

across the brands. The maximum plasma concentrations range from 13 to 23 ng/mL and

the times taken to reach maximum plasma concentration range from 4 to 9 h (4).

Nicotine nasal spray was first marketed in the United States as a prescription smok-

ing cessation medication in 1997. The nasal spray was designed to deliver doses of nico-

tine to the smoker more rapidly than was possible with use of the gum or patch. The

device currently available to consumers is a multidose bottle with a pump mechanism

fitted to a nozzle that delivers 0.5 mg of nicotine per 50-µL spray. Each dose consists

of two sprays, one to each nostril. As shown in Fig. 1, nicotine nasal spray is absorbed

into the blood rapidly relative to gum and patch. Whereas the rate of plasma nicotine

absorption with the spray approaches that of cigarettes and oral snuff, the magnitude

of the increase in plasma nicotine concentrations is lower. According to labeling, the

dose of nasal spray should be individualized for each patient based on the patient’s level

of nicotine dependence and the occurrence of adverse effects resulting from nicotine

excess. Patients should be started with 1 or 2 doses per hour, which may be increased up

to the maximum of 40 doses per day. One dose of nasal spray per hour (1-mg nicotine)

for 10 h produces average plasma concentrations of 8 ng/mL. The nasal spray is the only

nicotine replacement product documented to provide rapid enough delivery to produce

Fig. 1. Venous plasma nicotine concentrations in nanograms of nicotine per milliliter
of blood as a function of time for various nicotine delivery systems. Data adapted from
(156–158).
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an arterial blood level spike. Although not achieving the 10-fold arterial to venous ratio

sometimes produced by cigarettes (5), it can produce a twofold arterial bolus (6).

The nicotine vapor inhaler, which consists of a mouthpiece and a plastic cartridge

containing nicotine, was first marketed in the United States in 1998 as a prescription

smoking cessation medication. The vapor inhaler was designed to satisfy behavioral

aspects of smoking, namely, the hand-to-mouth ritual, while delivering nicotine to com-

bat physiological withdrawal symptoms produced by tobacco withdrawal. Each inhaler

cartridge contains 10 mg nicotine, of which 4 mg can be delivered, and 2 mg can be

absorbed by inhaling approximately 80 times per inhaler (7). Because extraction of

nicotine from the mouthpiece is influenced by ambient air temperature and the diffi-

culty of many people in taking 80 inhalations per hour that would be required to provide

2-mg doses, typical absorption levels are probably substantially lower than 2 mg/h

(8). The majority of nicotine is delivered into the oral cavity (36%) and in the esophagus

and stomach (36%) (9). Very little nicotine is delivered to the lung (4%). Because absorp-

tion is primarily through the oral mucosa, the rate of absorption is similar to that of nico-

tine gum. Patients may self-titrate with the inhaler to the level of nicotine they require.

However, as with nicotine gum, success is largely dependent on the number of doses

taken per day. In clinical trials, most smokers who successfully abstained from smoking

used between 6 and 16 cartridges per day.

1.1.2. Prevalence of Use of Nicotine Replacement Therapy

According to the Centers for Disease Control, in 1998, there were about 8.5 million

pharmacologically assisted quit attempts (10) by smokers. The nicotine patch accounted

for 49% of pharmacologically assisted quit attempts and nicotine gum accounted for 28%.

Twenty-one percent of pharmaceutically assisted cessation attempts were made using

bupropion (Zyban). The nicotine inhaler and nasal spray accounted for less than 3%.

1.2. Forms of Tobacco and Prevalence of Use

1.2.1. Forms of Tobacco

Tobacco is available in a variety of forms for human consumption. The most com-

mon form today is the cigarette. Although cigarettes come in many forms, there are spe-

cific definitions for their composition. According to section 26 U.S.C. 5702(b) of the

Bureau of Alcohol, Tobacco, and Firearms (BATF), a cigarette is defined as follows:

(a) any roll of tobacco wrapped in paper or in any substance not containing tobacco,

and (b) any roll of tobacco wrapped in any substance containing tobacco, which, because

of its appearance, the type of tobacco used in the filter, or its packaging and labeling, is

likely to be offered to, or purchased by, consumers as a cigarette. The Food and Drug

Administration (FDA) further clarified the definition of a cigarette for purposes of

regulation in section 897.3 of 21 CRF Part 801 as follows: any product (including com-

ponents, accessories, or parts) that contains or delivers nicotine, and is intended to be

burned under ordinary conditions of use (11). Cigarette tobacco is flue cured; i.e., it is

rapidly dried over smokeless heat, resulting in an acidic smoke when the product is

burned (12). Because of the acidity of the smoke, there is little resulting nicotine absorp-

tion via the oral mucosa. However, pulmonary absorption of nicotine from the inhaled

smoke is rapid and almost complete.
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Cigars, in contrast, consist of tobacco that is air cured, then wrapped in tobacco

leaf or reconstituted paper made of tobacco plant material. The resulting smoke of air-

cured tobacco is much more basic than flue-cured tobacco (12). Nicotine from this

smoke is readily absorbed through the oral mucosa, as well as the lung. Nicotine can

also be absorbed directly from the tobacco if the cigar is held in the mouth. Unlike

cigarettes, which are fairly consistent in their tobacco weight and size, cigars vary greatly.

Henningfield et al. (13) studied a variety of cigar types and found that the weight of

the cigars ranged from 0.77 to 22 g, lengths ranged from 68 to 214 mm, and diameter

ranged from 8 to 21 mm. In addition, the total nicotine content of these cigars ranged

from 10.1 to 444 mg, and the pH values of the tobacco ranged from 6.2 to 8.2.

The tobacco from pipes can be air cured, fire cured, sun cured, or flue cured, depend-

ing on the quality of the tobacco (12). The tobacco is not wrapped for smoking. Because

of these differences in curing methods, the resulting smoke can vary widely in its pH,

in turn resulting in wide variability of nicotine absorption through the oral mucosa.

Chewing tobacco and oral snuff are made from air-cured tobacco, resulting in a

tobacco that has a basic pH, which is ideal for buccal absorption (12). However, there is

wide variability between products on the nicotine concentration of the tobacco as well

as the pH of the tobacco in solution, resulting in large differences in rate of nicotine

absorption and peak plasma levels (14).

1.2.2. Prevalence of Use

The 2000 National Health Survey on Drug Abuse (15), conducted by the Sub-

stance Abuse and Mental Health Services Administration, is the most recent source of

national data on rates of tobacco use. The latest survey estimated that in 2000, 65.5

million Americans aged 12 and older (29.3%) reported current use of a tobacco prod-

uct. An estimated 55.7 million (24.9%) smoked cigarettes, 10.7 million (4.8%) smoked

cigars, 7.6 million (3.4%) used smokeless tobacco, and 2.1 million (1.0%) smoked

tobacco in pipes.

The majority of current adult cigarette smokers smoke at least a pack of cigarettes

on a daily basis. Of the 55.7 million current smokers in 2000, 64.6% (35.9 million)

reported smoking every day in the past 30 d and 55.2% of all daily smokers aged 12 and

older smoked a pack or more a day. Younger smokers tend to smoke less, and with less

regularity, because of parental and societal constraints, lack of financial means, and lower

tolerance to nicotine’s effects than long-term smokers. Among smokers aged 12 to

17, only 31.8% were daily smokers and only 24.1% of youth daily smokers reported

smoking a pack or more a day.

In 2000, males were more likely than females to report past month use of any

tobacco product. In 2000, 35.2% of males aged 12 and older were current users of any

tobacco product compared to 23.9% of females. Males were 10 times more likely than

their female counterparts to report current use of smokeless tobacco in 2000 (6.5% of

males aged 12 and older compared with 0.5% of females). As seen for smokeless tobacco,

males were more likely than females to report past-month cigar use. Specifically, males

were five times more likely than females to report the past-month use of cigars (8.4%

compared to 1.5%).

Passive smoking also delivers nicotine to nonsmokers. Passive smoking is expo-

sure to tobacco smoke that occurs when a nonsmoker is exposed to the sidestream
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smoke of a cigarette. Drug interactions may occur in nonsmokers, particularly infants

and children, exposed to tobacco smoke in the home. The proportion of infants exposed

to tobacco smoke varies across the United States. In 2000, the percentage of homes with

at least one smoker ranged from 21% in Colorado to 39.2% in West Virginia (16). Smok-

ing in the workplace also varies widely. The proportion of indoor workplaces with no

smoking policies ranged from 61.4% in Mississippi to 83.9% in Montana.

1.3. Components of Nicotine Replacement Therapy and Tobacco

NRTs essentially contain nicotine, and ingredients required for the specific formu-

lations to operate as intended, e.g., stabilizing ingredients, buffering compounds, and

flavors. Nicotine is generally the only compound in these products of interest in deter-

mining drug interactions.

In contrast to NRTs, ingredients included in cigarette tobacco may be any combina-

tion from a list of approximately 600 provided at the Philip Morris website (http://www.

philipmorrisusa.com). Brown & Williamson, according to their website (see http://www.

bw.com/index_sub2.cfm?Page=/SHC/Index.cfm%3FID%3D4%26Sect%3D4), in 2000,

used 299 ingredients in the manufacture of their tobacco products. These include: ammo-

nium compounds that have been shown to enhance the delivery of nicotine, glycerol

to which nicotine binds for effective lung delivery, and flavorings such as chocolate

and cinnamon. Although the website states that these ingredients “…are either a food,

a beverage, an approved food additive, an approved tobacco product additive, or affirmed

to be acceptable for addition to foods by an Expert Body such as the FDA, the Flavor

and Extract Manufacturers Association (FEMA) or the Council of Europe (COE),” none

of them have been specifically approved by any regulatory agency as safe for use in

conditions in which they are subjected to pyrolysis and combustion since that process

can radically alter their chemistry and toxicity. In addition, the process of generating

cigarette smoke produces more than 4000 compounds together with those contained

in tobacco (17,18). Thus, identifying all of the potential drug interactions with individ-

ual compounds in tobacco smoke is not possible. Nonetheless, several major influences

on drug disposition and several important interactions have been documented as dis-

cussed further on in this review.

1.4. Nicotine and Tobacco Pharmacology

Two medical disorders are now widely recognized elements of what is more gen-

erally referred to as “tobacco addiction” or “tobacco dependence.” The first is nico-

tine dependence, which is characterized by the maladaptive and persistent use of tobacco

products. The second is nicotine withdrawal, which is characterized by a constellation

of symptoms that accompany abstinence from tobacco use (19). These withdrawal symp-

toms include: dysphoric or depressed mood, insomnia, irritability, frustration or anger,

anxiety, difficulty in concentrating, restlessness, decreased heart rate, and increased

appetite or weight gain. Tobacco craving is also common and can be persistent. These

signs and symptoms make it difficult if not impossible for the vast majority of cigarette

smokers to sustain abstinence for more than a few days (17).

Tobacco dependence and withdrawal are associated with a number of changes in

the structure and function of the nervous and endocrine system, which lead the individ-

ual to feel “normal” and perform optimally while receiving daily doses of nicotine, and
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to feel dysfunctional when abstinent. Many of these symptomatic feelings correspond

to objectively measurable changes in electroencephalogram (EEG), regional cerebral

glucose metabolism, and performance on cognitive test batteries (20,21). These changes

in the structure and function of the body, and the fact that the tobacco industry engi-

neered its products to ensure that their use could cause such effects, led the FDA to

conclude that nicotine in cigarettes and smokeless tobacco is a drug and that these

products are drug delivery systems (22).

Even though most nicotine clears the body within 1–2 d of abstinence (its half-

life is about 2 h), the mental dysfunction and other signs of withdrawal can persist for

weeks and powerful cravings can resurge for months and years. Individuals vary widely

in the severity and course of these symptoms. In part, the persistence of these symptoms

can be attributed to changes in the body from which it may take many months to fully

recover. However, the addictive process is more than altered physiology, but rather is

related to psychological and behavioral factors as well.

1.5. Nicotine and Tobacco Toxicity

The toxicity of nicotine is generally related to its pharmacological activity at the

high dosages delivered by cigarettes, though rarely achieved by nicotine replacement

medications. For example, nicotine delivered by cigarettes can produce striking levels

of heart rate acceleration and sympathetic hormone release that can be mimicked by

rapid intravenous infusions but rarely by nicotine medication use (6,23). Similarly,

cigarette smoking readily produces plasma nicotine levels associated with increased

fetal risk during pregnancy, but nicotine medications do not reliably produce such

levels (24). Nicotine has well-documented effects on cardiovascular physiology (23).

It increases blood pressure and force of contraction of the heart. Nicotine poisoning,

as has occurred after exposure to nicotine-containing insecticides, can produce cardio-

vascular collapse and death. Rapid delivery of high doses of nicotine, as in cigarette

smoking, produces more intense cardiovascular effects than does more gradual dos-

ing with products such as nicotine gum or transdermal nicotine patches (25).

Nicotine has also been shown to be potentially harmful to the gastrointestinal mucosa

because it increases acid and pepsin secretions, gastric motility, and gastric reflux of bile

salts (26). Nausea and vomiting are the most common symptoms of acute nicotine poison-

ing in man. In animals, vomiting and diarrhea have also been observed. Such responses

are caused by both the central and peripheral actions of nicotine.

1.5.1. Single-Dose Nicotine Toxicity

In experimental animals, the dose of nicotine that is lethal to 50% of animals

(LD50) varies widely, depending on the route of administration and the species tested.

Intravenous LD50 doses of nicotine in mice range between 0.3 and 1.8 mg/kg body wt.

The intraperitoneal LD50 values for nicotine bitartrate in mice and rats have been found

to be 13 and 83 mg/kg body wt, respectively, whereas the values for five inbred ham-

ster strains varied between 125 to 320 mg/kg body wt. The lethal oral dose of nicotine in

adult humans has been estimated to be 40–60 mg (27,28).

Lethal doses of nicotine cause peripheral curare-like paralysis of the respiratory

muscles (29). Extremely high doses of nicotine can cause transient stimulation fol-
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lowed by depression and paralysis of the central nervous system (CNS). Such doses

also affect peripheral autonomic nervous system ganglia and nerve endings on skeletal

muscles. Death usually occurs within a short period and is most often due to paralysis of

respiratory muscles. Excessive doses of nicotine may also produce tremors followed

by convulsions.

1.5.2. Smoking and Cardiovascular Disease Risk

Smoking has firmly been linked to increased risks of cardiovascular diseases includ-

ing coronary heart disease, arteriosclerotic vascular disease, and stroke (30). There are a

number of mechanisms by which smoking may increase the risk of cardiovascular dis-

ease (31). Nicotine and carbon monoxide acutely affect myocardial performance and

cause tachycardia, hypertension, and vasoconstriction. Components of cigarette smoke

injure the walls of blood vessels by destroying endothelial cells. Smoking produces

metabolic and biochemical changes including elevations in plasma-free fatty acids,

and vasopressin. Smoking causes an inhibition of cyclooxygenase, which decreases

levels of prostacyclin and increase levels of thromboxane A2. Chronic smoking leads

to arteriosclerosis by increasing serum cholesterol and reducing high-density lipopro-

tein. In addition, smokers have increased platelet adhesiveness and aggregability that

may lead to increased risk of thrombosis.

Many toxins are believed to contribute to smoking-related cardiovascular disease,

including carbon monoxide, polycyclic aromatic hydrocarbons, glycoproteins, and nico-

tine. Some but not all of the characteristics of tobacco-related disease seem to be nico-

tine related. Nicotine increases CNS sympathetic outflow, adrenal release of catechol-

amines, and local release of catecholamines from vascular nerve endings (26). The

net result is heart rate acceleration, increased myocardial contractility, constriction of

some blood vessels, and a small increase in blood pressure. Nicotine can precipitate or

aggravate acute coronary ischemic events by increasing myocardial work, and therefore

nutrient demand, while reducing nutrient supply through coronary vasoconstriction.

Catecholamine release may also precipitate or aggravate ischemia-induced arrhythmias,

leading to sudden arrhythmic death. Other possible adverse effects of nicotine include

injury to endothelial cells, induction of atherogenic lipid profile, and promotion of

thrombosis (17).

1.5.3. Smoking and Cancer Risk

Several forms of cancer have been shown to be associated with smoking includ-

ing cancers of the lung, lip and oral cavity, esophagus, pancreas, larynx, uterine cervix,

bladder, and kidney (30). Cigarette smoke is known to contain more than 4000 com-

pounds including over 40 carcinogens that include polyaromatic hydrocarbons, hetero-

cyclic hydrocarbons, N-nitrosamines, aromatic amines, aldehydes, volatile carcinogens,

inorganic compounds, and radioactive elements (30). Carcinogenesis can be divided

into two phases: initiation, in which DNA is damaged by the bonding of the carcinogen,

and promotion, in which initiated cells become malignant. Compounds found in the

particulate matter of cigarette smoke (“tar”) have been shown to be major tumor initia-

tors in laboratory animals (30). There are data suggesting that nicotine could theoreti-

cally play some role as a cancer promoter (32); however, the majority of the effects of

tobacco on cancer appear related to nonnicotine components of tobacco smoke and the
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risk of nicotine-related cancer, if any, is small or insignificant in smokers who are ex-

posed to a high concentration of many carcinogens (32).

1.5.4. Smoking and Pulmonary Disease Risk

Pulmonary problems associated with tobacco smoking include chronic obstruc-

tive pulmonary disease (COPD), asthma, pneumonia, influenza, bronchitis, and emphy-

sema (30). Several mechanisms have been identified by which smoking may contribute

to the development of these pulmonary problems (33,34). These include smoking-

induced alterations of central and peripheral airways, alveoli and capillaries, and immune

function. Changes in the central airways include loss of cilia, mucus gland hyperplasia,

increased number of goblet cells, and histological changes. These histological changes

include regression of normal pseudostratified ciliated epithelium to squamous meta-

plasia, carcinoma in situ, and eventually invasive bronchogenic permeability. Changes

in peripheral airways include inflammation and atrophy of the airways, goblet cell

metaplasia, mucus plugging, smooth muscle hypertrophy, and peribronchiolar fibro-

sis. Changes in alveoli and capillaries include destruction of peribronchiolar alveoli,

reduction in the number of small arteries, bronchoalveolar lavage fluid abnormalities,

elevated levels of IgA and IgG, and increased percentages of activated macrophages.

Regarding immune function, smoking produces higher peripheral leukocyte cell counts,

elevations in peripheral eosinophils, increased levels of serum IgE, lower allergy skin

test reactivity, and reduced immune response to inhaled antigens. None of these effects

appear to be related to nicotine delivery, but rather to other constituents of tobacco

smoke.

1.5.5. Summary of Toxicity

The foregoing discussion of the health effects of nicotine and tobacco suggests

that most of the adverse health effects of tobacco are related to nonnicotine components

of tobacco smoke, rather than from the delivery of nicotine per se. Further, the vast

majority of smokers who use nicotine replacement medications obtain lower doses of

nicotine than when they were smoking. Thus, to the extent that diseases demonstrate

a dose response to nicotine, persons on NRT have lower risk of these diseases.

2. MECHANISMS OF INTERACTIONS WITH NICOTINE AND TOBACCO

2.1. Pharmacokinetic Mechanisms

Pharmacokinetic interactions of nicotine and tobacco with other drugs can take

place through direct drug–drug interactions or via indirect mechanisms. Kinetic altera-

tions can result from changes in absorption, distribution, metabolism, and elimination.

Changes in absorption can occur through delayed gastric emptying. Changes in distri-

bution can occur through displacement of drug binding to plasma protein by nicotine

or tobacco constituents. When a highly protein-bound drug is displaced from binding,

a sharp increase in free-drug concentration may occur, leading to changes in distribu-

tion, and possible toxic effects. Drug metabolic alterations can occur through multi-

ple mechanisms. Most drugs are metabolized by oxidation, reduction, hydrolysis, and

conjugation reactions. The resultant metabolite(s) usually is less active than the parent

compound, but occasionally metabolism results in conversion of drug to a species with
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increased pharmacological activity and increased potential for toxicity. Metabolism also

generally results in production of molecules that are more amenable to excretion. Changes

in the level or activity of metabolic processes can substantially increase or reduce drug

and tissue levels leading to either enhanced or diminished effects or even toxic effects.

Enzyme inhibition is the most commonly encountered form of drug–drug interaction,

and perhaps is the most common mechanism responsible for development of toxic drug

levels. Enzyme induction generally lowers effective drug levels and reduces therapeu-

tic effects. Changes in elimination rate could potentially be produced by an alteration

in excretory processes.

Nicotine and tobacco constituents may influence metabolic rates by induction or

inhibition of enzyme systems. Nicotine is mainly metabolized in the liver via multiple

pathways. Inhibition of one or more of these pathways could lead to increased nico-

tine plasma levels. For example, 70–80% of nicotine is metabolized to cotinine by the

enzyme CYP2A6. Sellers et al. (35) showed that inhibition of the CYP2A6 enzyme with

the selective inhibitor, methoxsalen, significantly increased plasma levels of oral nico-

tine. In addition, studies have shown that individuals carrying defective CYP2A6 alle-

les are underrepresented in the tobacco-dependent population, and that smokers with

deficient nicotine metabolism smoked fewer cigarettes (36,37). It was postulated that

individuals with genetically deficient CYP2A6 nicotine metabolism are at lower risk

to become smokers and that CYP2A6 inhibitors could play an important role in smok-

ing cessation therapy.

Nicotine also has been reported to induce its own metabolism, but smokers have

been shown to have a lower clearance of nicotine compared to nonsmokers (38). Cigarette

smoke contains literally thousands of compounds, among which polycyclic aromatic

hydrocarbons (PAHs) are primarily responsible for its enzyme-inducing characteristics.

PAHs have been shown to induce primarily three cytochrome P450 enzymes (e.g.,

CYP1A1, CYP1A2, and CYP2E1) as well as glucuronosyltransferases (39). CYP1A2

and CYP2E1 are primarily associated with the liver but have been found in lung and

other tissues and in the placenta of mothers who smoke. CYP1A1 levels are low in hep-

atic microsomes, but are found in lung, intestine, skin, lymphocytes, and placenta.

2.2. Pharmacodynamic Mechanisms

Pharmacodynamic interactions can occur through receptor site competition, by

alteration of receptors, and through additive or opposing pharmacological effects. Nico-

tine is the major alkaloid in tobacco and exerts prominent effects including catechola-

mine release, peripheral and coronary vasoconstriction, decreased skin temperature,

tachycardia, and elevated blood pressure (40). Acute tolerance develops rapidly. Depend-

ing upon the drug, interactions may occur by additive, synergistic, or opposing effects.

3. NICOTINE INTERACTIONS

3.1. Interactions

3.1.1. Alcohol

Nicotine (spray, 20 µg/kg) administered together with alcohol to abstinent smokers

generally produced additive subjective effects (“head rush” and dizziness) and cardiovas-

cular effects, although nicotine tended to attenuate fatigue and intoxication (41). Some
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differences were noted between men and women in subjective responses from com-

bined administration. For men, nicotine combined with alcohol attenuated measures

of dizzy, relaxed and tension, whereas effects were enhanced in women. In a study of

female smokers and nonsmokers who chewed nicotine gum (2 mg), memory and motor

function were facilitated by nicotine, and the debilitating effects of alcohol were antag-

onized (42). In animal studies, intragastric administration of nicotine was shown to

lower peak blood alcohol concentrations in neonatal rats (43). Soderpalm et al. (44)

reported that subchronic intermittent pretreatment with nicotine enhanced the dopam-

ine-activating and -reinforcing properties of ethanol in rats. Another study in dogs showed

that nicotine administration after alcohol produced significant increases in cardiovas-

cular measures, but when alcohol was administered after nicotine, all excitatory effects

were attenuated (45).

Ethanol administration also has effects on nicotine metabolism. When adminis-

tered acutely to laboratory animals, ethanol retards rates of nicotine metabolism, whereas

chronic ethanol pretreatment generally accelerates metabolic rates of nicotine (46).

3.1.2. Antidepressants

Pretreatment of rats with amitriptyline produced a significant increase in the hypo-

thermic response to nicotine (47). Supersensitivity persisted from 7 to 14 d. The find-

ings indicate that tricyclic antidepressants alter a nicotinic mechanism in mammalian

species.

3.1.3. Antihistamines

In rats, nicotine in combination with tripelennamine produced supra-additive toxic-

ity (48). The interaction of nicotine with diphenhydramine was more complicated; supra-

additive toxicity was observed at some doses, but antagonism occurred at other doses.

3.1.4. Antipsychotics

Nicotine has been widely shown to stimulate the release of dopamine. Given the

disturbances of dopamine systems in schizophrenics, it has been speculated that schizo-

phrenics may smoke as a form of self-medication. The interactions of haloperidol and

nicotine (patch, 7 and 14 mg/d) on cognitive performance in a group of schizophrenics

were studied by Levin et al. (49). Nicotine administration was found to produce a dose-

related reversal of impairments in memory and complex reaction times induced by hal-

operidol. In addition, nicotine gum (50,51) and transdermal nicotine patch (52) are

reported to ameliorate symptoms of Tourette’s syndrome in haloperidol-treated adoles-

cents. In rats, nicotine has been shown to potentiate the catalepsy produced by haloper-

idol (53,54). Neither cotinine nor nornicotine, the principal pharmacologically active

metabolites of nicotine, produced potentiation. Although the mechanism remains unclear,

it was suggested that nicotine’s effect is related to striatal D2 receptor mechanisms.

3.1.5. Barbiturates

Nicotine potentiated sodium pentobarbital sleep time in a dose-dependent manner

in mice (55). At the highest tested dose of nicotine (5 mg/kg), an increase of 52% in

sleep time was observed. Atropine reduced sleep time, but did not change the nicotine
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effect. Pretreatment with mecamylamine, a nicotine receptor antagonist, normalized

sleep time.

Phenobarbital is a model-inducing agent for numerous drug-metabolizing enzyme

systems. Phenobarbital pretreatment of laboratory animals has been shown to induce

the metabolism of nicotine and its metabolites, primarily through increased expression

of CYP enzymes (46). Phenobarbital induces not only the metabolism of nicotine, but

also its metabolite, cotinine. Nicotine also has effects on phenobarbital disposition. A

study in rats showed that acute pretreatment of rats with nicotine significantly reduced

phenobarbital concentrations in serum, brain, and cerebrospinal fluid (CSF) at the onset

of the righting reflex, but acute or chronic pretreatment with nicotine had no effect on

the elimination kinetics of phenobarbital (56).

3.1.6. Benzodiazepines

The combination of nicotine and diazepam in rats responding to a fixed-interval

schedule of liquid food reinforcement produced rate-increasing effects of nicotine at

low diazepam doses (57). At higher diazepam doses, the interaction between nicotine

and diazepam was complex and was determined by the doses of drug and the aspect of

behavior studied.

3.1.7. Caffeine

Nicotine and caffeine are among the most widely self-administered licit substances.

Anecdotal evidence suggests that a pharmacological interaction may occur between

these substances (58). Recently, Tanda and Goldberg (59) reviewed the pharmacologic

effects of combining caffeine and nicotine. They indicated that the rewarding and

subjective properties of nicotine can be changed by chronic caffeine exposure and con-

cluded that caffeine exposure may be an important environmental factor in shaping and

maintaining tobacco smoking. In particular, chronic exposure to caffeine in drinking

water potentiated nicotine self-administration. Acute administration of nicotine (gum,

2 mg) combined with caffeine (250 mg) has been shown to facilitate memory and motor

function of female smokers and nonsmokers (42). In addition, a study in 10 healthy vol-

unteers (5 men and 5 women) showed that nicotine (gum, 4 mg) combined with intra-

venous caffeine (250 mg) produced additive effects on cardiovascular parameters (60).

In dogs, caffeine and nicotine combination produced significant synergistic excitatory

effects (61).

3.1.8. Carbon Tetrachloride

The effects of nicotine on the liver were studied in both the presence and absence

of carbon tetrachloride, a known hepatotoxic solvent (62). Nicotine alone, when given

to rats at a concentration of 54 µmol/L, produced slight hepatotoxic effects, but when

coadministered with carbon tetrachloride, the result was significant confluent necrosis

compared to the control group and to the group receiving only carbon tetrachloride. Treat-

ment with a higher dose of nicotine, 108 µmol/L, alone also showed significant patholog-

ical changes. These levels of nicotine were indicated to be comparable to those found in

chronic smokers. It was also reported that pregnant rats were more resistant to the hepa-

totoxicity produced by nicotine and carbon tetrachloride suggesting that pregnancy

somehow protects animals from the hepatotoxicity of nicotine and carbon tetrachloride.
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3.1.9. Cimetidine

Cimetidine produces a variety of drug–drug interactions by inhibition of oxidative

metabolism. In humans, cimetidine has been shown to increase plasma area under the

curve (AUC) of nicotine and half-life by 48% and 45%, respectively (63). A similar

effect by cimetidine has also been demonstrated in stumptailed macaques (64).

3.1.10. Cocaine

Nicotine treatment (two transdermal patches containing 22 mg) produced enhanced

cue-induced cocaine craving and anxiety in patients with a history of crack cocaine

abuse (65). In contrast, nicotine treatment (transdermal patch containing 14 mg) of seven

male tobacco smokers who used cocaine occasionally attenuated cocaine-induced in-

creases of “high” and “stimulated,” but did not alter cocaine’s cardiovascular effects

or plasma concentrations of cocaine and its metabolites (66).

3.1.11. Nitrites

The presence of nitrosamines in tobacco has been conclusively established. Addi-

tional amounts of nitrosamines could be formed endogenously by interaction between

nicotine and sodium nitrite. Carmella et al. (67) identified N'-nitrosonornicotine (NNN),

a known carcinogen, in the urine of rats treated with nicotine and sodium nitrite. The

authors hypothesized that NNN formation could have occurred by direct reaction of

nicotine with sodium nitrite in the acidic environs of the stomach, or by nitrosation of

nornicotine produced metabolically from nicotine. Interestingly, Du et al. (68) found

that penetration of NNN across porcine oral mucosa was significantly increased in

the presence of nicotine and ethanol. The authors suggested that the synergy between

tobacco and alcohol in the etiology of oral cancer could be explained by the permea-

bilizing effects of alcohol on the penetration of tobacco-specific carcinogens across

the oral mucosa.

3.1.12. Opioids

In self-administration studies with methadone-maintained patients, nicotine admin-

istration (gum, 2 and 4 mg) produced a significant increase in methadone consumption

as compared to when subjects were nicotine abstinent (69). It was suggested that nico-

tine enhanced methadone consumption either by potentiating the reinforcing effects

of methadone or by serving as a conditioned or discriminative stimulus.

3.1.13. Phencyclidine

In mice, nicotine blocked phencyclidine-induced behavioral toxicity (circular

movements, side-to-side head movements, and hyperactivity) at high doses (12.3 and

30.8 µmol/kg), but at low doses (1.5 µmol/kg) significantly potentiated phencyclidine-

induced convulsions (70). In rats treated chronically with saline or nicotine (1 mg/kg

twice daily for 11 d), there were no significant differences in the disposition of phen-

cyclidine (71). These results suggested that the interactions of phencyclidine and nico-

tine occurred through central nicotinic and muscarinic acetylcholine receptors.
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3.2. Tobacco Interactions

3.2.1. Alcohol

It is well known that heavy drinkers tend to be heavy smokers and that consump-

tion of alcohol is correlated with cigarette smoking. It has also been suggested that

tobacco smoking could serve to attenuate the sedating effects of alcohol consumption

(72). Both drugs appear to operate through common neurologic systems. Behavioral re-

inforcement by either nicotine or ethanol is associated with the release of dopamine from

mesolimbic dopaminergic terminals located in the nucleus accumbens (73). Accord-

ingly, it has been hypothesized that tobacco may decrease the risk of drinking for absti-

nent alcoholics. However, the role of smoking in the alcohol relapse process is con-

troversial. If alcohol craving involves depletion of dopamine or endogenous opiates,

the stimulatory effects of smoking on these systems may decrease craving. On the other

hand, tobacco use may stimulate common neurological mechanisms, thereby increasing

craving. It seems doubtful at this point that any favorable effects of smoking on alcohol

recovery would outweigh the long-term harmful effects produced by smoking (73).

3.2.2. Analgesic/Antipyretics

The inductive effect of smoking on the metabolism of phenacetin was first reported

by Pantuck et al. (74). Oral doses of 900 mg of phenacetin resulted in significantly lower

plasma phenacetin concentrations in smokers compared to nonsmokers. Peak plasma

levels of phenacetin at 2 h were 2.24 µg/mL in nonsmokers and 0.48 µg/mL in smokers.

Recovery of N-acetyl-p-aminophenol (APAP) in urine indicated that similar drug absorp-

tion had occurred in both groups leading to the presumption that smoking had induced

increased metabolism during the “first pass” through the liver (75). Subsequent studies

in animals exposed to cigarette smoke confirmed this assumption (76). The effects of

smoking on the disposition of acetaminophen have not been as consistent (77). Miller

(78) concluded that because of the large therapeutic index of acetaminophen, it is not

likely that an increase in its metabolism would be clinically important.

The metabolism of nonsteroidal antiinflammatory drugs (NSAIDs) may be affected

by smoking. For example, Garg and Ravi (79) administered a single oral dose of 6 mg

phenylbutazone/kg to seven cigarette smokers and to seven nonsmokers. Plasma phe-

nylbutazone half-life was shortened significantly in the cigarette smokers as compared

to the nonsmoker control group. Phenylbutazone was cleared from the blood signifi-

cantly faster in the smoking group than in the nonsmoking group. This difference in

metabolism was attributed to liver enzyme induction. However, there are no studies

reporting similar effects with other NSAIDs including aspirin, ibuprofen, naproxen, and

indomethacin. Further, there are no data indicating a decreased analgesic efficacy or

higher dose requirements of these medications among smokers compared to nonsmokers.

There is an indication that smokers may be more susceptible to the antiaggregatory

effects of aspirin. Aspirin has been recommended as an adjuvant therapy in the pre-

vention of cardiovascular event. Smoking causes atherosclerosis, and smokers have

increased thromboxane A2 (TXA2) formation (30). The effect of smoking on TXA2

appears to be related to a nonnicotine component of tobacco smoke. In a study com-

paring the effects of smoking compared to nicotine patch, Benowitz et al. (80) found
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that smoking produced significantly greater increases in TXA2 metabolite excretion

than with nicotine patch treatment, despite comparable levels of nicotine.

Weber et al. (81) investigated the effects of aspirin (100 mg every second day

for 14 d) on platelet function in nine healthy nonsmokers and in nine healthy habitual

smokers. There was a significantly stronger inhibition of collagen- and (adenosine 5'-

diphosphate) ADP-induced platelet aggregation by aspirin in smokers as compared to

nonsmokers. This difference occurred in the presence of an almost complete inhibition

of TXA2 synthesis in both groups. The platelet capacity to generate TXA2 in vitro was

significantly reduced in smokers; urinary excretion of TXA2, however, was signifi-

cantly increased. Thus, the better susceptibility of smokers to antiaggregatory effects

of aspirin is very likely to be related to a chronic smoking-induced alteration of plate-

let TXA2 system.

3.2.3. Anticoagulants

Heparin pharmacokinetics have been shown to be altered in smokers compared

to nonsmokers. Smoking induced a significant decrease in heparin’s elimination half-

life (0.97 ± 0.28 h in nonsmokers and 0.62 ± 0.16 h in smokers), faster clearance rate,

and a modest increase in dosage requirements (82). Consequently, smokers may require

higher heparin doses relative to nonsmokers for anticoagulant therapy.

Smoking has modest effects on the pharmacokinetics of warfarin. In a study of

nine cigarette smokers who ingested an average of 0.032 mg/kg of warfarin for 2 wk

while smoking and for 2 additional wk following a month of abstinence, clearance was

decreased by 13% during smoking abstinence (83). A concomitant 13% increase in war-

farin concentration occurred, but there was no accompanying effect on prothrombin time.

It was concluded that despite the apparent pharmacokinetic interaction between smok-

ing and warfarin, the net effect on warfarin pharmacodynamics was negligible.

3.2.4. Antidepressants

There is clear evidence that smoking in patients with depression is higher than in

the general population. Indications are that induction of CYP isoenzymes by smoking

generally lower plasma levels of the parent antidepressant, but may or may not affect

active metabolite levels. Desai et al. (84) recently reviewed the evidence of smoking

on psychotropic medications. Serum levels of amitriptyline, nortriptyline, imipramine,

clomipramine, fluvoxamine, and trazodone were found to be lower in smokers com-

pared to nonsmokers; however, differences were not always significant. Amfebutamone

(bupropion) levels do not appear to be affected by smoking. Dosage adjustments for

smokers receiving amitriptyline, nortriptyline, and bupropion were not suggested, but

there may be a need for higher dosages of fluvoxamine and trazodone for optimal therapy.

3.2.5. Antipsychotics

Smoking prevalence in schizophrenia is generally highest among neuropsychiatric

disorders (approximately 80%) and smoking withdrawal results in worsening of schizo-

phrenic symptoms (85). Tobacco use may represent an attempt to self-medicate, relieve

drug-induced adverse events, and improve cognitive deficits. The reduction in drug-
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induced adverse events may be caused by PAH enzyme induction with resultant reduced

blood concentrations of medication (86). In a review by Desai et al. (84), it was reported

that the frequency of drowsiness induced by chlorpromazine was lowest in heavy smok-

ers (3%) compared to light smokers (11%) and nonsmokers (16%). Pantuck et al. (87)

evaluated the disposition of a single 75-mg oral dose of chlorpromazine in healthy male

smokers and nonsmokers. Greater sleepiness was noted in nonsmokers compared to

smokers. Chlorpromazine peak levels and AUC were 24% and 36% lower, respectively,

in smokers compared to nonsmokers. However the differences were not significant,

probably because of the small number of subjects in the study. There was no correlation

between plasma drug concentrations and either the degree of sleepiness or the degree

of orthostatic hypotension in the subjects. Chetty et al. (88) reported higher clearance

rate of chlorpromazine in smokers with chronic schizophrenia (175 L/h) compared to

nonsmokers (127 L/h). It was suggested that a higher dosage may be necessary in patients

who are smokers. Interestingly, cannabis smokers demonstrated even higher clearance

rates (191 L/h) than tobacco smokers.

Clearance rates of tiotixene and fluphenazine have been reported to be signifi-

cantly higher and resulting plasma levels lower for smokers compared to nonsmokers

(84). Plasma levels of haloperidol and metabolite were significantly lower in smokers

in some studies (89,90), but results in other studies were inconclusive (84,91). No sig-

nificant differences in pharmacokinetic parameters were found for patients receiving

a single dose of trifluoroperazine.

Haring et al. (92) and Seppala et al. (93) reported significantly lower mean plasma

clozapine concentrations in smokers compared to nonsmokers. Haseqawa et al. (94)

also found lower plasma levels of clozapine in schizophrenic patients who were smok-

ers, but the differences were not significant. If enzyme induction by smoking is the

cause for lower clozapine plasma levels, it is reasonable to expect that smoking cessa-

tion could result in increased drug levels and incidence of adverse side effects. Meyer

(95) reported a mean increase in clozapine levels of 71.9% upon smoking cessation in

11 patients who were on stable clozapine doses. Oyewumi (96) describes a case in

which emergence of clozapine side effects (urinary hesitancy, constipation, and erec-

tile and ejaculatory dysfunction) occurred in a male patient who stopped smoking. The

patient had been successfully maintained on clozapine for 4 yr prior to his decision to

stop smoking. Skogh et al. (97) describes a 35-yr-old man who had been successfully

treated with clozapine at a daily dose of 700–725 mg for more than 7 consecutive years.

Two weeks after cessation of smoking, he suddenly developed tonic clonic seizures

followed by stupor and coma. When he recovered, clozapine therapy was reinstituted

successfully at 425 mg daily.

Plasma levels of zotepine have been generally found to be lower in smokers com-

pared with nonsmokers. In contrast, the Cmax of olanzapine was slightly greater in smok-

ers, but clearance rates for smokers were significantly higher (23% increase).

Fluvoxamine is a selective serotonin reuptake inhibitor metabolized partly by

CYP1A2. Spigset et al. (98) reported that smokers had significantly lower AUCs and

Cmax serum concentrations than nonsmokers, but there was no significant difference

in half-life. The authors suggested that a higher dose may be needed for smoker com-

pared to nonsmokers.
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3.2.6. Benzodiazepines

No significant differences in the pharmacokinetic parameters of smokers vs non-

smokers were found in a study of a single dose of 0.5 mg of triazolam (99). Similar

findings were made in studies of 0.5 mg of triazolam and 0.8 mg alprazolam in healthy

Japanese men, but the mean elimination half-life of alprazolam was significantly shorter

in smokers than in nonsmokers (100). However, another study of alprazolam showed

that cigarette smoking caused a 100% increase in the clearance of alprazolam compared

with nonsmokers (101). The minimal differences in plasma levels found in these studies

suggest that dosage adjustments would not be needed for smokers vs nonsmokers.

Intravenous administration of 2 mg of lorazepam resulted in significantly shorter half-

lives in smokers compared with nonsmokers, but other pharmacokinetic parameters

were unchanged (102).

The incidence of drowsiness in patients receiving diazepam and chlordiazep-

oxide has been noted to be highest in nonsmokers, intermediate in light smokers, and

lowest in heavy smokers (103). Whether the interaction between cigarette smoking

and benzodiazepines is related to altered pharmacokinetics or altered end-organ response

is not known. The results of pharmacokinetic studies of diazepam and desmethyldiaz-

epam in smokers compared to nonsmokers have not been conclusive. In one study, ciga-

rette smoking produced significantly lower clearance rates in elderly men compared

to young men (104). In a study of desmethyldiazepam, the half-life was significantly

shorter and Cmax was lower in smokers than in nonsmokers. In contrast, other research-

ers have found no effect of smoking on the pharmacokinetics of diazepam or desmethyl-

diazepam (102,105,106). Chlordiazepoxide kinetics have also been shown to be unaffected

by smoking (107). However, in a study of oxazepam in relation to age, gender, and ciga-

rette smoking, the mean clearance of oxazepam in smokers was shown to be significantly

higher than in nonsmokers, suggesting that smoking is a more important determinant

of oxazepam clearance than age or gender (108).

3.2.7. Caffeine

The metabolism of caffeine in humans results in production of at least 17 urinary

metabolites. Considerable effort has been focused on the use of caffeine as a substrate

probe for CYP1A and other xenobiotic metabolizing enzymes (109). Caffeine clear-

ance is increased by cigarette smoking (110), presumably through induction of CYP1A

enzymes by polycyclic aromatic hydrocarbons. An increase in metabolism results in a

shorter half-life for caffeine during smoking. Consequently, it would be reasonable to

expect that smoking cessation would result in an increase in caffeine levels thereby

increasing risk for caffeine toxicity. Brown et al. (111) reported that abstinence from

smoking for 4 d resulted in a 46% increase in the 24-h AUC blood caffeine levels for

subjects while consuming six cups of coffee per day. Oliveto et al. (112) also found

abstinence increased caffeine levels; however, the effect was not statistically signifi-

cant. Benowitz et al. (113) also reported that plasma caffeine concentrations increased

during abstinence after people gave up smoking and remained increased for at least 6

mo. The increase in plasma caffeine levels was substantial, averaging more than 250%,

whereas levels were unchanged in subjects who continued to smoke. Thus, it appears

that when a person stops smoking, metabolism of caffeine slows, clearance slows, half-

life lengthens, and plasma caffeine increases.
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3.2.8. Carbamazepine

Carbamazepine is metabolized mainly by CYP3A4, but also by CYP1A2. Chronic

dosing produces enzyme induction and an increase in its metabolism. Studies of the

effects of smoking, however, have shown no influence on postinduction carbamazepine

clearance (114).

3.2.9. Cardiovascular Drugs

The effectiveness of �-blockers in control of blood pressure, heart rate, and preven-

tion of end-organ damage is reduced in smokers compared with nonsmokers (115,116).

However, another study found no difference in benefit derived from �-blockers between

smokers and nonsmokers (117). The basis of this interaction may be pharmacodynamic

since nicotine causes catecholamine release and increases blood pressure and heart rate.

Hitzenberger et al. (118) found no effect of smoking on propranolol or pindolol;

however, Walle et al. (119) reported that cigarette smoking increased the oral clearance

of propranolol in male subjects by 77%. The kinetic and metabolic effects induced by

smoking were characterized by a large induction of side-chain oxidation of proprano-

lol without an effect on aromatic-ring oxidation. Smoking also induced an increase

in the glucuronidation of propranolol. The results suggest that side-chain oxidation

and glucuronidation of propranolol are mediated by isoenzymes inducible by aromatic

hydrocarbons found in cigarette smoke, whereas the rate of aromatic-ring oxidation was

not changed by smoking.

Increased clearance of some antiarrhythmics has also been reported. Higher meta-

bolic clearance rates and lower trough concentrations for flecainide was observed for

smokers compared to nonsmokers resulting in the need for higher doses of flecainide

for arrhythmia control (120). Oral clearance of lidocaine (121) and mexiletine (122) has

been reported to be increased in smokers. Although the mechanism is unknown, enhanced

hepatic metabolism from smoking is likely responsible for the increased clearance of

antiarrhythmics.

Furosemide is a potent diuretic. Lambert et al. (123) found that tobacco smoking

in normal subjects affects the diuretic response to furosemide without modifying kine-

tics. Five nonsmokers and five smokers were given a single intravenous injection of

40 mg furosemide. Cumulative 8-h urinary excretion of sodium was identical for smok-

ers and nonsmokers. However, diuresis was smaller by 800 mL (20%) in smokers than

in nonsmokers. Furosemide increased endogenous creatinine clearance from 117 to

196 mL/min in nonsmokers and from 136 to 180 mL/min in smokers. The increase in

free-water clearance caused by furosemide was smaller in the smoking group than in the

nonsmoking group. Protein binding and distribution of furosemide were not affected

by tobacco smoking. Furosemide clearance was slightly higher in smokers than in non-

smokers, which was primarily the result of a slight increase in extrarenal furosemide

clearance. Whereas the foregoing suggests that higher doses of furosemide might be

required in smokers to compensate for the diminished effects on diuresis, Vapaatalo

et al. (124) report that tolerance develops to nicotine’s effects on furosemide. This

development of tolerance suggests that chronic smokers would not require different

doses of furosemide, but that a dosage adjustment may be required among patients using

furosemide who begin smoking while on the medication.
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3.2.10. Insulin

Nicotine increases CNS sympathetic overflow, adrenal release of catecholamines,

and local release of catecholamines from vascular nerve endings (23). This results in con-

striction of some blood vessels, including cutaneous blood vessels. Because of decreased

blood flow through cutaneous blood vessels, the rate of absorption of insulin after sub-

cutaneous injection is reduced (125). Klemp et al. (126) demonstrated that insulin absorp-

tion is decreased by 113% during cigarette smoking, and showed a 30% decrease 30

min after smoking (126). For this reason, smokers may require more insulin compared

with nonsmokers. For example, Madsbad et al. (127) found smokers had on the average

a 15–20% higher insulin requirement compared with nonsmokers. Further, as suggested

by NRT product labeling (e.g., Nicorette), a dose adjustment may be required upon

smoking cessation. It should be noted that there does not seem to be a difference in gly-

cemic control between smokers and nonsmokers. For example, Mathiesen et al. (128)

found no significant difference between smokers and nonsmokers in glycemic control

as judged from the level of stable hemoglobin A1c (128).

3.2.11. Opioids

There appears to be an interaction between some component of tobacco smoke

and dextropropoxyphene. For example, 10% of nonsmokers did not have an analgesic

effect from dextropropoxyphene treatment compared to 20% of heavy smokers (129,

130). The effect of smoking status on the analgesic effects of dextropropoxyphene may

be related to lower pain tolerance among smokers. It has been shown that, at least among

Caucasians, smokers have less pain tolerance than nonsmokers (131). This may indi-

cate that smokers may require higher doses of dextropropoxyphene to obtain effective

analgesia.

Vaughan et al. (132) studied the metabolism of pentazocine among 70 male and

female smokers and nonsmokers. They found an overall threefold intersubject vari-

ation in elimination. The cumulative urinary excretion of pentazocine was normally dis-

tributed in both smokers and nonsmokers. Smokers metabolized 40% more pentazocine

than do nonsmokers. It was concluded that induction is principally responsible for the

observed subject variability. Consistent with the lower plasma concentrations of penta-

zocine caused by the increased metabolism of the drug by smokers, Keeri-Szanto et al.

(133) found that smokers required larger doses of pentazocine to achieve an analgesic

effect.

Cigarette smoking has no clinically important influence on codeine absorption

or disposition. Hull et al. (134) found no significant difference between smokers and

nonsmokers in either codeine or morphine AUCs or oral bioavailability, after oral

administration of codeine (135). Similarly, Rogers et al. (136) found no differences

between smokers and nonsmokers with respect to maximum plasma concentration (Cmax)

of codeine, time to attain this concentration (tmax), codeine plasma half-life (t1/2), or AUCs

for codeine or morphine. There was a faster, but clinically unimportant, mean apparent

plasma clearance in smokers (52.8 mL/min/70 kg) than in nonsmokers (45.0 mL/min/

70 kg) after intramuscular injection only. Mean oral codeine bioavailability in smokers

and in nonsmokers did not differ. Cigarette smoking slightly but significantly induced

the glucuronidation of codeine as shown by a decreased metabolic ratio for glucuroni-

dation in the smokers, whereas O- and N-demethylations were not significantly changed
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as indicated by the similar metabolic ratios in smokers and in nonsmokers. Increased

codeine dose requirements may be required because of the differences in pain tolerance

between smokers and nonsmokers.

Long-term administration of tobacco for 28 d to rats resulted in the increase in

N-demethylation of meperidine by 2.5-fold and morphine by twofold (137). In humans,

however, the mean total clearance rates of meperidine in smokers and nonsmokers have

not been found to be different (138).

In self-administration studies with methadone-maintained patients, cigarette smok-

ing produced a significant increase in methadone consumption as compared to when

subjects were nicotine abstinent (69).

3.2.12. Steroid Hormones

Cigarette smoking provides a protective effect in women against endometrial

cancer, but may lead to earlier natural menopause and increased risk of osteoporosis

(139,140). This antiestrogenic effect appears to be explained by increased hepatic metab-

olism of estradiol to 2-hydroxy-estrogens, metabolites that are devoid of peripheral

estrogenic activity. Michnovicz et al. (141) found an approximate 50% increase in 2-

hydroxylation of estradiol in premenopausal women who smoked at least 15 cigarettes

per day. Increased metabolism via the 2-hydroxylation pathway would lead to decreased

bioavailability at estrogen target tissues.

Smoking interactions with oral contraceptives appear to be minimal. Crawford

et al. (142) examined the effects of smoking on ethinyl estradiol and levonorgestrel in

311 women and concluded that smoking did not significantly affect plasma concentra-

tions. Kanarkowski et al. (143) evaluated the pharmacokinetics of single and multiple

doses of ethinyl estradiol and levonorgestrel in smoking and nonsmoking women and

found a joint effect of chronic oral contraceptive use and smoking. There was a ten-

dency toward lower ethinyl estradiol clearances after acute oral contraceptive use in

smokers, but the effect was not significant. There was a significant smoking-oral con-

traceptive effect noted, but this effect was based on only three subjects. Importantly,

Vessey et al. (144) observed no increase in failure rates of oral contraceptives in a study

of nonsmokers, exsmokers, and smoking women. Miller (145) concluded that based

on available evidence, that it would be premature to adjust estrogen dosages based on

cigarette consumption.

3.2.13. Tacrine

Smoking significantly induces the metabolism of tacrine. Welty et al. (146) reported

consistently lower plasma levels of tacrine and its hydroxy-metabolites. The AUC for

tacrine was approximately 10-fold higher in nonsmokers. The AUCs for 1-hydroxy-

tacrine and 2-hydroxytacrine were approximately threefold higher in nonsmokers. The

mean tacrine elimination half-life was 2.1 h in smokers and 3.2 h in nonsmokers. It was

suggested that the increased clearance in smokers was due to induction of CYP1A2 en-

zyme. Consequently, smokers may require higher doses of tacrine than nonsmokers (147).

3.2.14. Theophylline

Theophylline is commonly prescribed to smokers with chronic pulmonary dis-

ease. Concentrations of 10–20 µg/mL are needed to produce effective bronchodilation,

but higher levels increasingly produce unacceptable adverse reactions. Higher levels
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may produce severe toxicities including cardiac arrhythmias and seizure. Consequently,

serum theophylline monitoring is essential for careful patient management. Cigarette

smoking is known to induce the metabolism of theophylline resulting in increased theo-

phylline clearance and a shorter half-life (148–150). Hunt et al. (149) has suggested that

young patients who require theophylline and smoke would probably need daily dosages

about twice those needed by nonsmokers. Abstinence from smoking would be expected

to return an individual to basal levels of theophylline metabolism. Lee et al. (151) showed

that the effects of brief abstinence (1 wk) from smoking resulted in a 37.6% decrease in

theophylline clearance and a 35.8% increase in half-life, whereas nicotine gum (4 mg)

had no effect. The lack of effect by nicotine indicated that accelerated metabolism of

theophylline is related to the effects of polycyclic aromatic hydrocarbons or other con-

stituents in tobacco smoke. It was suggested that theophylline-treated patients be care-

fully monitored during periods of abstinence or smoking cessation and that doses of

theophylline be reduced by one-fourth to one-third to avoid development of theophyl-

line toxicity.

Passive exposure to tobacco smoke may engender many of the same effects as

active smoking. Mayo (152) investigated the effects of passive tobacco smoking on the

metabolism of theophylline in a pediatric population. Total body clearance of theophyl-

line was significantly elevated in children exposed to environmental tobacco smoke

(1.36 mL/min compared to 0.90 mL/min), and steady-state serum levels were signifi-

cantly lower in those exposed compared to the children without any environmental

exposure to tobacco smoke.

4. ORAL TOBACCO USE AND INTERACTIONS

Drug interactions with oral tobacco have not been well studied. However, because

plasma nicotine levels reach levels as high as those seen during use of smoked tobacco,

one could predict similar nicotine interactions as during smoking, as discussed above.

Whether or not there are nonnicotine components of oral tobacco that interact with other

drugs has not been studied.

There is an indication that nicotine and alcohol interact to increase the permea-

bility of the tobacco-specific carcinogen, NNN, across the oral mucosa (68). Concen-

trations of ethanol of 25% and above significantly increased the permeability of the

porcine oral mucosa to NNN and the presence of 0.2% nicotine significantly increased

the permeability of oral mucosa to NNN. Combined use of nicotine and ethanol signif-

icantly increased the penetration of NNN across oral mucosa over that of ethanol alone

until the concentration of ethanol reached 50%. This suggests that the interaction of

nicotine and alcohol could increase the risk of oral cancer. In addition, because nicotine

alone increased the permeability of NNN, permeability of other oral-mucosa delivered

medications may increase among users of smokeless tobacco.

5. CONTRAINDICATIONS

The only contraindications listed for nicotine replacement therapies are hyper-

sensitivity or allergy to nicotine, or to components of the specific formulations (e.g.,

menthol in the vapor inhaler or adhesives in the patch). There are no contraindications

based upon use of other medications.
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There are no contraindications for smoking based upon concomitant use of other

drugs. However, as discussed below, people who smoke, or people who stop smoking,

may require dosage adjustments when using some medications.

6. PRECAUTIONS FOR USE

Labeling for all nicotine replacement medications instruct patients to stop tobacco

use completely when using NRT. This is because concomitant use of NRT and smoking

might produce nicotine levels higher than smoking or NRT use alone. All NRT prod-

ucts urge patients to discontinue use if there is a clinically significant cardiovascular

or other effect attributable to nicotine. They also note, as discussed in the next section,

that concomitant medications may require a dose adjustment during cessation. This is

not an effect of the nicotine replacement medication, per se, but rather an effect of

reduced exposure to nicotine compared to smoking levels during a cessation attempt.

Because tobacco is not regulated by the FDA, there are no specific precautions for

use. However, smoking is known to cause a number of cancers and heart disease, cause

adverse effects on fetal development, and cause physical dependence and addiction.

7. FREQUENT OR SERIOUS REACTIONS

Given that approximately 25% of the U.S. adult population smokes cigarettes

and that these persons are substantially more likely than nonsmokers to have comorbid

cardiovascular and psychiatric disorders (153,154), there is a substantial potential that

persons undergoing smoking cessation will be receiving medications for which there

will be potential alterations in dosing required to avoid toxicity and/or sustain therapeu-

tic effects. Conversely, except during adolescence when nearly all tobacco use begins

(155), there is only a small risk that an adult who is receiving a medication will take up

smoking and virtually no risk that nicotine medications will be used. A caveat is that

with the increasing occurrence of cigar smoking among persons of all ages, this form

of tobacco intake should be routinely considered for its potential interactive effects

with medications. As suggested by the incredible diversity of cigar dosing potential

and patterns of use, relative to cigarette smoking, it would be important to carefully

question persons about the size of their cigars and frequency of use in order to provide

some basis for beginning to estimate the probability of an interaction of concern. Moni-

toring of therapeutic effects and potential adverse interactions of the sort that would be

consistent with those predicted in studies currently reviewed would then be indicated.

Approximately 17 million persons attempt smoking cessation each year and even

though less than 10% of these persons achieve lasting cessation success, the numbers

of people who will need potential modification of their dosing regimens for other drugs

is considerable. Furthermore, because of the increasing rates of attempted smoking ces-

sation, interactions as summarized in this review could become even more commonplace

than they currently are. It is clear that, although there is a scientific basis for predict-

ing potential interactions, much more research is needed to provide useful guidance to

health care professionals regarding their use of therapeutic drugs in tobacco users, nico-

tine medication users, and those seeking abstinence from tobacco.

Some medications may require a dose adjustment during smoking cessation. Table

1, from nicotine gum labeling, lists several drugs that may require a dose alteration

upon smoking cessation, with or without use of NRT.
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There are five medications identified that interact with tobacco use to the extent

that higher dosages of these medications may be required for tobacco users compared

to patients who do not use tobacco. In addition, theophylline clearance has been shown

to be altered by passive smoking, and the possibility exists that other medications may

also be affected by passive smoking. These medications and their possible mechanisms

of action are summarized in Table 2. It should also be noted that for each of these med-

ications, smoking cessation might require a decrease in dosage.
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INTRODUCTION: HISTORY OF PERFORMANCE ENHANCERS

The desire to gain an upper edge in war and athletic competition can be traced

back into antiquity. The early Greeks used hallucinogenic mushrooms and the central

nervous system (CNS) stimulant strychnine in order to gain an edge in battle and in

Olympic competition. Gladiators were known to use stimulants to stave off fatigue

during their gladiatorial battles. During the pre- to early Christian era, the Berserkers,

ancient Germanic warriors, were known for their savagery and frenzied rage in battle

(1). Modern scholars believe that prior to battle, they would consume hallucinogenic

mushrooms (Bufotein from the fungus Amanita muscaria) and/or massive quantities of

alcohol. It was not until the end of the 16th century that Europeans learned of caffeine-

containing drugs.

The use of stimulants such as strychnine, cocaine, and caffeine became more prev-

alent in sports during the 19th century. In 1879 during the “Six Days” races, the com-

petitors used a wide variety of prescriptions to give them the edge they needed. French

racers used mixtures of different caffeine bases, whereas Belgians preferred sugar

cubes dipped in ether. Sprinters from all over the world preferred using nitroglycerine.

In 1886, a French cyclist used a “speedball,” a mixture of cocaine and heroin, only to

become the first recorded death from the use of performance-enhancing drugs. In 1904,

Olympic marathon runner Thomas Hicks nearly died when he used a mixture of brandy

and strychnine to enhance his performance. In boxing around the end of the 19th cen-

tury, the combination of brandy and cocaine was used along with strychnine in order

to gain an edge in performance (Fig. 1; 2,3).
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During the early 20th century, amphetamines as the preferred performance-enhanc-

ing drug replaced strychnine. German chemist Edeleano first synthesized amphetamine

in 1887. Thirty-two years later, Japanese scientist Ogata synthesized methamphetamine,

although it was not until the early 1930s that a clinical use for the amphetamine (benze-

drine) was found. Increasing human performance during the Second World War was a

common practice for both the Allied and Axis powers. Between 1939 and 1945, the

stimulant methamphetamine (methedrine [England] and pervitine [Germany]) was used

to increase a soldier’s endurance on long marches or combat fatigue while conducting

night flights. Although safer than strychnine, serious side effects were still associated

with the use of stimulants (3,4).

The only performance enhancement drugs used by athletes or soldiers up to the

1930s were stimulants or hallucinogens. The identification of androstanediol and tes-

tosterone as anabolic and androgenic steroids and their subsequent isolation ushered

in a new era with respect to performance enhancement. During the later part of the

1930s and throughout the Second World War, nations of the Axis and Allied powers

sought to enhance the endurance and alertness of their armies through the use of phar-

maceutical adjuvants such as amphetamines (amphetamine and methamphetamine).

Stimulants enabled soldiers to function on minimal rest, endure reduced rations and

long marches, or provide maximal performance during combat. Although the use of

stimulants dates back to Greece and the Roman Empire, the use of anabolic steroids to

“create” a more powerful warrior began in Nazi Germany. It is alleged that in an attempt

to enhance the endurance, strength, and aggressiveness of his elite troops, Adolf Hitler

ordered the use of the hormone testosterone. It is further alleged that Hitler adminis-

tered testosterone to himself. In a move similar to Hitler’s, Josef Stalin also allegedly

ordered the use of anabolic steroids and stimulants for Soviet troops. In the case of

Japan, it is unclear whether Tojo Hideki ordered Imperial troops to use anabolic steroids

Fig. 1. Stimulants used historically to enhance performance in athletics and combat.
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and amphetamines. However, when one takes into consideration the close ties that

existed between Nazi Germany and Imperial Japan, and the fact that methamphetamine

was first synthesized in Japan, it seems likely that anabolic steroids were employed

(Fig. 2A–C; 1).

The unfortunate flaw in “pharmaceutically enhanced troops” is that with contin-

ual usage of amphetamines and anabolic steroids at high doses, the likelihood of a psy-

chotic episode and violence would undoubtably increased. In times of war when adren-

aline (�1-, �2-adrenoceptor agonist) is surging, i.e., the soldiers’ “blood is up,” there

is little doubt that the magnitude of these violent outbursts could be horrific in nature.

Fig. 2. (A) Adolf Hilter reviewing SS troops during Reich Party Day ceremonies, Septem-
ber 1938. (B) Josef Stalin, the preeminent leader of the Soviet Union from 1929 to 1953.
(C) Tojo Hideki, military and political leader of Imperial Japan from 1938 to 1945.
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The combination of steroid usage along with stimulants may have contributed to some

of the excesses attributed to the SS, Soviet, and Imperial Japanese troops, as well as any

others who may have used excessive amounts of stimulants and/or anabolic steroids.

Although an extreme example of potential hazards that may be encountered when heavy

steroid usage is coupled with frequent use of stimulants, it serves as a stern warning for

those who embrace the popular fitness craze of the last decades of the 20th century.

Since the 1970s, widespread illegal use of anabolic agents among Olympic and pro-

fessional athletes has been reported in the media. In particular, reports indicate that the

highest frequency of steroid abuse occurs among male (95%) athletes (65%) who are

usually football players, weight lifters, or heavyweight wrestlers. These users are usually

attending a metropolitan school with greater than 700 students, usually a minority stu-

dent, and most likely to have received the drugs via a blackmarket (60%) source (5).

International Olympic Committee (IOC)

List of Banned Anabolic Agents and Stimulants (6)

1. Sympathomimetic stimulants: Amfepramore, amfetamil, amphetamines (amphetamine,

benzphetamine, methamphetamine), caffeine, cathine, ephedrine, cocaine, cropropamide,

crothetamide, etafedrine, ethamivan, fencamfamin, fenetylline, furfenorex, mefenorex,

methoxyphamine, methylephedrine, methyphenidate, morazone, nikethamide, pemo-

line, pentetrazol, phendimetrazine, phenmetrazine, phentermine, phenylpropanolamine,

pipradol, prolintane, propylhexedrine, pyrovalerone, strychnine, and related compounds.

2. Anabolic agents: (a) anabolic steroids (androgens): bolasterone, boldenone, clostebol,

dehydrochlormethyltestosterone, fluoxymesterone, mesterolone, methandienone, meth-

enolone, methyltestosterone, nandrolone, norethandrolone, oxandrolone, oxymester-

one, oxymetholone, stanozolol, testosterone, and related compounds; (b) �2-adrenoceptor

agonists: bambuterol, clenbuterol, fenoterol, formoterol*, reproterol, salbutamol*, sal-

meterol*, terbutaline*, ... and related substances (inhalation authorized as described

in Article [I.A.]).

3. Peptide hormones, mimetics, and analogs: human chorionic gonadotropin* (HCG), pitu-

itary and synthetic gonadotropins* (LH), corticotrophins (ACTH [adrenocorticotropic

hormone], tetracosactide), human growth hormone (HGH), insulin-like growth factor

(IGF-1), erythropoietin (EPO), insulin (permitted only to treat athletes with insulin-depen-

dent diabetes), clomiphene*, cyclofenil*, tamoxifen*, aromatase inhibitors*. (*Note:

Use prohibited in males).

4. �-adrenoceptor antagonists (beta-blockers): acebutolol, alprenolol, atenolol, betaxolol,

bisoprolol, bunolol, carteolol, celiprolol, esmolol, labetalol, levobunolol, metipranolol,

metoprolol, nadolol, oxprenolol, pindolol, propranolol, sotalol, timolol.

1. ANABOLIC STEROIDS (ANDROGENS)

Early investigations into anabolic steroids can be dated back to the late 1700s,

when John Hunter published observations on castration-induced loss of male sex acces-

sory organs. Later studies, conducted in 1849 by Berthold, showed that transplanting

a portion of testes into castrated roosters prevented the signs of castration, thus further

describing the relationship between the testes and male secondary sex characteristics



14. Anabolic Doping Agents 497

(4). In an attempt to thwart the effects of aging, the physiologist Brown-Séquard (1889),

prepared and self-administered extracts made from testicles. It was believed that aging

was caused by failure of testicular function, and he was convinced that these injections

not only reinvigorated him, but also restored his capacity to work. It was not until the

1930s that Koch and his colleagues were able to develop assays to determine androge-

nic activity with the growth response of the capon’s comb (4).

In 1931, Butenandt used Koch’s activity assay to help him isolate and identify

15 mg of crystalline androsterone from 15,000 liters of male human urine. A year later,

Butenandt correctly deduced the structural formula of androsterone by using only 25

mg of isolated crystal. Ruzicka finally confirmed Butenandt’s work in 1934 when he

successfully synthesized androsterone. Work by others showed that androsterone’s activ-

ity could be enhanced significantly through the process of esterification. Furthermore,

the reduction of androsterone to androstanediol was found to increase the hormone activ-

ity by two- to threefold. In 1935, David and his colleagues isolated the principal andro-

genic steroid, testosterone, from rat testicles and correctly elucidated its structure. Dr.

Charles Kochakian, also in 1935, discovered that androstenedione possessed both andro-

genic and anabolic properties. These properties, however, were only significant in cas-

trated dogs and were much weaker than the effects of testosterone (4,7).

Understanding the chemistry of the anabolic steroids came about, in great part,

with the development of better techniques for analytical and activity assays. Activity

assays, such as the growth response of the capon’s comb, provided Koch and his co-

workers with a valuable approach to accurately establish the degree of anabolic activity

associated with crystals derived from human male urine. Subsequent work showed that

testosterone, the prototypical anabolic steroid, was produced in the greatest quantity

and had the highest degree of androgenic and anabolic activity of all the endogenous

steroids tested. However, later work showed that dihydrotestosterone (DHT), the active

form of testosterone in tissue actually had the greatest potency while having the same

affinity for the androgen receptor as testosterone (4,7).

1.1. Chemistry

1.1.1. Structure

Naturally occurring steroids are generally relatively flat molecules of low molec-

ular weight. Furthermore, they are derived from cholesterol and share a common carbon

framework. The basic framework common to all steroids is the 19-carbon phenanthrene

(cyclopentanoperhydrophenanthrene) nucleus formed by three hexagonal carbon rings

(A, B, and C) attached to a cyclopentane ring (D). Also common to most steroids are

two angular methyl groups at positions 18 and 19, and a hydrogen atom at position 5

(Fig. 3). To denote that the molecule is fully saturated the term prehydro is applied,

where each carbon in the basic ring structure is attached to either two hydrogen atoms

or a hydrogen and another carbon that is associated with an adjoining ring structure.

Another common feature to the basic steroid ring structure is the presence of angular

methyl groups (C18 and C19) at positions 10 and 13 of the phenanthrene nucleus. These

two methyl groups serve as points of reference regarding the spacial orientation of other

groups in the steroid nucleus (8,9).
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This basic structure, the phenanthrene nucleus, is found in several different natu-

rally occurring steroidal compounds including sterols (e.g., cholesterol), bile acids (e.g.,

cholanic acid), corticosteroids, cardiac glycosides (e.g., digitoxigenin), and the sex hor-

mones (estrogens and androgens). Aromatization of the phenanthrene nucleus at posi-

tions 5 and 6 on the hexagonal B ring and the addition of an alkyl side chain (carbons

20–27) at position 17 of the pentagonal carbon ring (D) yields cholesterol, the parent

to all steroids. However, removal of part of the alkyl side chain at position 17 of choles-

terol gives rise to C21 compounds of the pregnane series (progestins and corticoster-

oids). Subsequently, the total removal of the alkyl side chain produces C19 steroids of

the androstane series (including the androgens), whereas the loss of the C19 angular

methyl group following aromatization yields the estrane series, to which the estrogens

belong (8,9).

Structurally, endogenous and synthetic androgens are characterized by differences

in specific functional groups (e.g., hydroxy, keto [oxo], and aldehydes) attached to the

phenanthrene and cyclopentane rings. The most frequent sites for modifications of the

basic ring structure occur at positions 3, 4, and 5 of ring A, and position 17 of the cyclo-

pentane ring, whereas modifications at positions 11, 18, 20, and 21 are also common

(Fig. 4). Dehydroepiandrosterone (DHEA, 3�-hydroxyandrost-5-en-17-one), a precur-

sor to testosterone and a commonly used nutritional supplement, has hydroxyl and oxy-

gen groups at positions 3 and 17, respectively. It is interesting to note that endogenous

levels of DHEA decrease with age and possess antioxidant properties. Another nutri-

tional supplement, androstenedione (4-androstene-3, 17-dione), has hydroxyl groups at

positions 3 and 17, and a double bond at positions 4 and 5. Furthermore, the presence of

hydrogen at position 5 changes testosterone (17�-hydroxy androstan-3-one) to the cel-

lularly active form DHT (stanolone, 17�-hydroxy-5�-androstan-3-one) (8,9).

Fig. 3. 19-Carbon Phenanthrene (cyclopentanoperhydrophenanthrene, Androstane) Nucleus.
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Fig. 4. The endogenous steroids commonly found in humans. (The generalized numbering scheme used for steroids is
shown for cholesterol.) Data from (12).
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1.1.2. Stereochemistry

Of the 1850 drugs regularly prescribed by physicians, approximately 56% possess

a chiral center. In contrast, approximately 99% of the naturally occurring chiral pharma-

ceutical compounds have a single pharmacologically active enantiomer. Enantiomers

can vary greatly in their pharmacological effects upon target tissue(s) due to differences

in their pharmacodynamic and/or pharmacokinetic parameters because of variations

in their binding to receptors or metabolizing enzymes. Furthermore, the less active

enantiomer (distomer) may interfere with the more biologically active species (eutomer)

through competitive inhibition. Thus, the distomer may potentially bind to sites other

than its primary receptor, thereby potentially causing adverse effects or alter the distri-

bution and/or the activity of the eutomer, resulting in decreased or increased effect or

toxicity (9,10).

In general, androgens are relatively flat molecules that have functional groups that

can be oriented either in equatorial or axial positions. Thus, this type of structure can

potentially give rise to numerous asymmetrical sites, e.g., chiral centers, yielding mole-

cules with the same chemical formula but different three-dimensional structures.

Groups that are in the same plane as the angular methyl groups (positions 18 and 19)

are referred to being in the �-configuration and are represented by a solid line, whereas

groups on the opposite side of the plane are in the �-configuration and are represented

by a dashed line. Those groups that are trans to one and other are on opposite sides of

the molecule whereas those that are cis are on the same side. In all naturally occurring

steroid hormones, the spatial relationship between rings B/C and C/D is in the trans con-

figuration. However, the fusion of the A and B rings into either a cis or trans conforma-

tion, can significantly increase the complexity of their stereochemistry (8,9).

Research into receptor binding and binding to metabolizing enzymes has shown

that a chiral preference exists. In particular, investigations into antiandrogen activity

(for blocking androgen-induced prostrate enlargement) with drugs such as casodex

have shown a 30-fold greater effect for the (�)-R enantiomer over that of the (+)-S

species (11). However, chiral research into the anabolic and androgenic properties of

the androgens to date has not been addressed.

1.2. Basic Physical Properties (6) (Table 1A,B)

Table 1A
Basic Physical Properties of Selected Steroids

Chemical Synonym/Salt
Drug Formula Chemical Name Name

Cholesterol C27H46O (3�)-Cholest-5-en-3-ol

Danazol C22H27NO2 (17alpha)-pregna-2,4-den-20- Danocrine

   yno[2,3-d]-isoxazol-17-ol

Dihydrotestosterone C19H30O2 17�-hydroxy-5alpha-androstan-3-one DHT; Stanolone

Fluoxymesterone C20H29FO3 (11�,17�)-9-fluoro-1,17-di-hydroxy- Oxymesterone

   17-methylandrost-4-en-3-one

Methyltestosterone C20H30O2 17-hydroxy-17-methylandrost-4-en-3-one Androsan

Nandrolone C18H26O2    (17�)-17-hydroxyestr-4-en-3-one 19-Nortesterone
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Table 1A (continued )

Chemical Synonym/Salt
Drug Formula Chemical Name Name

Nandrolone Salts

Cyclohexane- C25H36O3 19-nortestosterone hexahydrobenzoate Norlongandron,

   carboxylate Nor-Durandron

Cyclohexane- C27H40O3 19-nortestosteronecyclohexylpropionate Sanabolicum

   propionate

Decanoate C28H44O3 19-nortestosteronedecanoate Durabolin,

Deca-Durabol,

Retabolil

p-Hexyloxyphe- C33H46O4 19-nortestosterone-3-(p-hexyloxyphenyl) Anador, Anadur

   nylpropionate    proprionate

Phenpropionate C27H34O3 19-nortestosterone �-phenylproprionate Activin, Durabolin,

Durabol, Strabolene

Propionate C21H30O3 19-nortestosterone proprionate Norybol-19, Nortesto

Oxandrolone C19H30O3 5�,17�-hydroxy-1 7-methyl-2- Anavar

   oxaandrostan-3-one

Oxymetholone C21H32O3 (5�,17�)-17-Hydroxy-2-(hydroxy- Anadrol

   methylene)-17-met hylandrostan-3-one

Testosterone C19H228O2 17�-hydroxyandrostan-3-one

Testosterone Salts

17-Chloral C21H29 17�-(2,2,2-Trichoro-1-hydroxyethoxy) Caprosem

   Hemiacetal C13O3    androst-4-en-3-one

17�-Cypionate C27H40O3 17�-(3-Cyclopentyl-1-oxopropoxy) Depovirin,

   androst-4-en-3-one Pertestis, Testergon

Enanthate C26H40O3 17�-[(1-Oxoheptyl)oxyl]-androst- Testosterone

   4-en-3-one Heptoate,

Androtardyl

Nicotinate C25H31NO3 17�-[(3-Pyridinylcarbonyl)oxy]androst- Bolfortan

   4-en-3-one

17-Phenylacetate C27H34O3 17�-[(Phenylactetyl)oxyl]androst-4-en Peradren

Phenylacetae

Propionate C22H32O3 �4-Androstene-17�-propionate-3-one Anertan, Enarmon

Stanozolol C21H32N2O (5�,17�)-17-methyl-2’H-androst- Androstanazole

   2-eno[3,2-c]pyrazol-17-ol

Data from (12).

Table 1B
Basic Physical Properties of Selected Steroids

Melting
MW Melting Point UV Max

Drug g/mol Point Solvent/Other Solubility nm

Cholesterol 386.64 149 — Nearly insoluble in water —

(0.2 mg/dL), slightly soluble

in alcohol, ether 0.36 g/mL,

chloroform 0.22 g/mL,

pyridine 0.67 g/mL.

Danazol 337.46 224–227 — Insoluble in water. Soluble —

in alcohol, ether, chloroform,

petrolium ether, oils.

(continued)
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Table 1B (continued )

Melting
MW Melting Point UV Max

Drug g/mol Point Solvent/Other Solubility nm

Dihydrotestosterone 290.43 177–179 — Soluble in ethanol (8.0 mg/mL), —

acetone, ether, alcohol, and

ethylacetate. Practically insoluble

in water (<0.5 mg/mL).

Fluoxymesterone 336.45 270 — Soluble in pyridine, slightly 240

soluble in acetone and chloroform.

Sparingly soluble in methanol and

practically insoluble in water,

ether, benzene, and hexanes.

Methyltestosterone 302.44 161–166 — Soluble in alcohol, methanol, —

ether, and other organic solvents.

Sparingly soluble in vegetable oil

and practically insoluble in water.

Nandrolone 274.40 112, 124 dimorphic Soluble in alcohol, ether, and 241

crystals chloroform.

Nandrolone Salts

Cyclohexane- 384.56 88–89 petroleum — —

   carboxylate ether

Cyclohexane- 412.61 — — —

   propionate

Decanoate 428.65 32–35 white Nandrolone decanoate is practically —

to yellow insoluble in water but is soluble in

crystals ethanol, ether, acetone, chloroform,

and oils.

p-Hexyloxy- 506.72 53–55 — — —

   phenylpropionate

Phenpropionate 406.56 95–96 — — —

Propionate 330.47 55–60 aqueous — 240

methanol

orisopropyl

ether

Oxandrolone 306.45 235–238 — — —

Oxymetholone 332.48 178–180 ethylacetate — 285

Testosterone 288.41 155 — Insoluble in water. Soluble in 238

alcohol, ether, and other organic

solvents.

Testosterone Salts

17-Chloral 435.83 200–201 ethyl ether — 241

   Hemiacetal

17�-Cypionate 412.59 101–102 — Soluble in oils. —

Enanthate 400.58 36–38 — —

Nicotinate 393.51 187–188 acetone Soluble indilute HCl and other —

dilute mineral acids.

17-Phenylacetate 406.54 129–131 hexane —- —

Propionate 344.49 118–122, alcohol + Insoluble in water. Freely soluble —

117–183 water, in alcohol, ether, and other organic

methanol solvents. Soluble in vegetable oils.

Stanozolol 328.48 230–242 alcohol Soluble in alcohol and chloroform. 223

Data from (12).
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Fig. 5. Modifications to the basic steroid structure have been systematically performed in order to enhance the overall
anabolic properties. Please refer to Table 2 for potencies. Data from (12).
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1.3. Pharmacology and Kinetics

1.3.1. Drug Usage: Preparations and Routes of Administration

Androgens are classified as a controlled substance under the Anabolic Steroids

Control Act of 1990 and have been assigned to Schedule III. There have been no reports

of acute overdosing with androgens.

Treatment with natural androgens taken both orally or by intramuscular injections

is cleared rapidly by the liver and thus is not clinically effective. Modification of the

position 17-hydroxyl group on testosterone by esterification renders the molecule more

lipophilic. Through such modifications, variations in the aliphatic chains directly affect

the solubility and rate of absorption of the androgen. Furthermore, analogs such as these

are usually made up in oil and injected intramuscularly. In contrast, androgen esters are

rapidly metabolized, thereby releasing the parent molecule to act at receptor site.

Esters of testosterone that are used clinically in the United States are propionate,

cypionate, and enanthate and have equal potency for their androgenic and anabolic

activities. However, analogs of testosterone have been synthesized to enhance the ana-

bolic properties over that of the androgenic (Fig. 5; Table 2). In cases of hypopitui-

tarism, androgen replacement therapy begins at puberty with a long-acting androgen,

such as the enanthate ester of testosterone, in doses of 50 mg intramuscularly (im) every

4 wk. Subsequent treatments should occur every 3 and then every 2 wk, with changes

taking place in 3-mo intervals. Doses are then changed to 100 mg every 2 wk until the

individual is mature. For adults, the dosage is approximately 200 mg at 2-wk intervals.

It should be noted that the propionate ester has a relatively short half-life and is nor-

mally not considered suitable for long-term treatment, whereas the undecanoate ana-

log can be given orally (40 mg/d) but can give rise to liver adenomas. The use of other

Table 2
Anabolic and Androgenic Potencies of Selected Androgens

Selected Androgen Androgenic:Anabolic Activity

Methyltestosterone 1:1

Nandrolone decanoate 1:1

Nandrolone phenpropionate 1:1

Testosterone 1:1

Testosterone cypionate 1:1

Testosterone enanthate 1:1

Testosterone propionate 1:1

Fluoxymestrone 1:2

Metandienone 1:3

Oxymetholone 1:3

Drostanolone propionate 1:3–1:4

(Dromostanolone propionate)

Stanozolol 1:3–1:6

Ethylestrenol 1:4–1:8

Oxandrolone 1:3–1:13
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androgen preparations for replacement therapy includes fluoxymesterone and methylt-

estosterone. An alternative route of administration for testosterone or its analogs is via

transdermal patches or gels.

In contrast to the doses used in replacement therapy, many athletes and their coaches

believe that anabolic steroids taken in megadose quantities (e.g., doses that are 10- to

200-fold greater than the normal daily production) will increase the individual’s over-

all performance by increasing skeletal muscle mass and strength as well as their aggres-

siveness. In women, these anabolic effects have been observed, but in males, questions

have been raised regarding the benefits gained from using anabolic steroids. Earlier

versions of pharmacology texts such as Katzung’s Basic and Clinical Pharmacology

(13) and Goodman and Gilman’s The Pharmacological Basis of Therapeutics (15) have

argued that the benefits gained, if any, from using anabolic steroids are far outweighed

by the risk of adverse effects. Furthermore, it was argued at that time that the use of ana-

bolic steroids in megadose quantities do not cause an increase in skeletal muscle mass,

strength, or performance, and that the weight gain observed was the result of fluid

retention. However, subsequent research utilizing proper controls showed that signif-

icant increases in skeletal muscle mass and strength could be achieved in healthy male

subjects (18–35 yr) when treated weekly with testosterone enanthate at levels greater

than 125 mg (125, 300, or 600 mg) per week. This was especially true for individuals

who were combining strength exercises along with receiving testosterone treatment

(15,23). Additionally, testosterone’s effects on lean body mass (decreased fat content

and increased muscle mass) and muscle strength were found to be dose dependent.

Treatments of 25, 50, 125, 300, or 600 mg of testosterone enanthate in the presence of

a gonadotropin-releasing hormone (to suppress endogenous testosterone secretions)

over a period of 20 wk resulted in plasma testosterone levels of 2.5, 3.1, 5.4, 13.5, and

23.7 ng/mL. Thus, it was observed that a positive correlation exists between the dose

response and plasma testosterone levels with respect to the overall anabolic effects.

Furthermore, results from these studies show that higher plasma testosterone levels (>5.4

ng/mL) were required to render an anabolic effect in males. However, with the higher

plasma testosterone levels that are necessary to gain the desired anabolic effects, there

comes the risk of detection (Table 3).

In hormone replacement therapy, for example, with testosterone enanthate, a dose

of 75–100 mg/wk would be sufficient for treating a hypogonadal man, whereas a dose

of 200–250 mg/wk has been used in trial studies as a male contraceptive. However, for

those abusing anabolic steroids, doses ranging up to 1000 mg/wk over a cycle of 6 wk to

7 yr (continuous usage) for power lifters have been reported. Androgens such as oxan-

drolone, oxymetholone, methandrostenolone, and stanozolol (orally active) and testos-

terone enanthate and nandrolone decanoate (parenterally administered) are commonly

abused whereas mesterolone, testerone undecanoate, and methenolone thus far appear

to be of lesser significance with respect to androgen abuse (16–18).

Since anabolic steroids are not routinely included in drug of abuse (DAU) screens,

the chances for an individual who is not actively competing in athletic events to be caught

are significantly less than if they were abusing cannabis (pot), amphetamines (speed),

or cocaine (crack, etc.) (19). However, those individuals who routinely use anabolic

steroids and compete in athletic events risk detection. This is especially true when



506                                                           von Deutsch, Abukhalaf, and Socci

considering that the limit of detection (LOD) for testosterone and testosterone metab-

olites is significantly less than the plasma levels necessary to render an anabolic effect

(19,20). In an attempt to avoid detection and to maximize the anabolic activity of

androgens, the use of multiple androgens simultaneously (stacking) has been employed.

In an epidemiological study focused the frequency and nature of androgen abuse,

results indicated that 38.3% used injectable androgens (61.7% did not) and 43.7%

used a stacked androgen regiment. Furthermore, their results indicated that a direct cor-

relation existed between the number of cycles of androgen usage with both an increas-

ing frequency of stacking and use of injectable androgens (21).

Table 3
Routes of Administration for Selected Anabolic Agents

Drugs: Oral Use No. of Reported Cases No. of Reported Cases (%)

Methandrostenolone 79 35.3

Oxandrolone 55 24.6

Stanozolola 43 19.2

Oxymetholone 18 8.0

Ethylestrenol 8 3.6

Methyltestosterone 7 3.1

Methenolone acetatea 7 3.1

Fluoxymesterone 3 1.3

Other 4 1.8

Total Number of Cases: 224 100

Drugs: Parenteral Use No. of Reported Cases No. of Reported Cases (%)

Testosterone esters 88 ±4 40.9

Nandrolone esters 77 ±5 35.8

Methenolone estersa 14 6.5

Stanozolol* 15 7.0

Testosterone (aqueous) 6 2.8

Boldenone udecylenate 4 1.9

Methandriol dipropionate 7 3.3

Other 4 1.9

Total Number of Cases: 215 100

Other Drugs: Nonsteroidal                                Relative Frequency of Use

Chorionic gonadotropin 4 25.0

Growth hormone 3 18.8

Diuretics 3 18.8

Thyroid hormones 2 12.5

Testolactone/tamoxifen 1 6.3

Others 3 18.8

Total Number of Cases: 16 100

aRoute used not clearly established.
Steroids may be stacked in varying combinations (see Table 4 for Stacking Schedule). Total num-

ber of users = 175. Data are from (5).
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1.3.1.1. STACKING SCHEDULES (22)

Another point of variation amongst androgen users was the length of cycles. In

the previously mentioned epidemiological study, it was shown that the length of cycles

generally varied from 6 to greater than 13 wk. The study also showed that with greater

usage, cycle lengths increased. From a user point of view, the stacking of similar drugs

together in order to achieve a desired anabolic effect can have several advantages over

that of a single drug. These advantages may include:

1. The use of lower doses, thereby reducing the risk of adverse side effects associated with

high doses of a single drug.

2. The ability to select aspects of desired effects of one drug to offset the less desirable

effects of another while maintaining sufficient combined levels to achieve an effective

dose.

3. To avoid or lessen the chance of being caught using anabolic agents by keeping detect-

able drug levels less than the limit of detection.

For an anabolic stacking regimen to work effectively, dosing should be conducted

in staggered cycles. Normal dosing cycles are usually 4 or 8 wk in length, but cycles

12 wk in length are occasionally used. When employing the different dosing cycles,

breaks (drug abstinence) of 2, 4, or 6 wk, respectively, are strongly recommended in

order to allow the body’s endocrine system to recover (Table 4).

1.3.1.2. DRUG USAGE: PREPARATIONS AND ROUTES OF ADMINISTRATION OVERVIEW

A consequence of taking exogenous androgens in normal males with adequate

plasma testosterone levels is the reduction of endogenous testosterone levels. Addition-

ally, exogenous testosterone causes the suppression of gonadotropin-releasing hormone

and follicle-stimulating hormone.

1.3.1.2.1. Androstenedione (Andro-Max, Androstat 100, 50 and 100 mg). Andro-

stenedione is an endogenous steroid precursor that is acted upon by the enzyme 17�-

hydroxysteroid dehydrogenase to produce testosterone. Synthesis of androstenedione

Table 4
Example of a Recommended Stacking Schedule Using a Combination

of Transdermal- and Oral-Dosing Regimens Using Dermagain, Equibolan, and Maxeron

Transdermal
Application

(Norandrostene Oral Drug 1 Oral Drug 2
Cycle Week & Androstene) (1,4-androstadienedione) (5�-androstanediol)

Week 1 4 mL/d

Week 2 4 mL/d

Week 3 4 mL/d 6 pills/d

Week 4 4 mL/d 6 pills/d

Week 5 6 pills/d 6 pills/d

Week 6 6 pills/d 6 pills/d

Week 7 6 pills/d

Week 8 6 pills/d
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is significantly increased in both men and women following intense anaerobic exer-

cise such as running sprints. Today, androstenedione, is widely marketed as an over-

the-counter dietary supplement intended to bolster endogenous levels in the hopes of

building skeletal muscle mass. Another factor that has increased interest in androsten-

edione has been with the baseball slugger from the St. Louis Cardinals, Mark McGwire,

when he admitted using it in 1998. Whether androstenedione causes greater increases

in muscle mass, especially when used concomitantly with exercise, remains unclear.

However, basic and clinical research is required to better understand the dynamics of

the hormone/anabolism relationship and to better establish the efficacy (if any) of ana-

bolic supplements. In a clinical trials conducted by King et al. (23) and Broeder et al.

(24), they tested androstenedione and androstenediol for their physiological and hor-

monal effects. In these studies, male subjects (ages 19–29 yr and 35–65 yr, respectively)

were given 200 or 300 mg/d of androstenedione or androstenediol over an 8- or 12-wk

period. They found that androstenedione cause a transient increase in plasma testos-

terone levels (16% increase during the first month and then levels returned to baseline),

but did not result in any increase in muscle mass or strength. It was concluded that the

manufacturer-recommended dosages do not produce any appreciable gains in muscle

strength. Additionally, the consequences from using androstenedione and/or androste-

nediol supplements at the prescribed amounts were significant increases in plasma dehy-

droepiandrosterone sulfate levels, increases in the amount of estrogen-related compounds,

decreases in testosterone synthesis through down-regulation, and adverse changes in

blood lipid profiles (changes in cholesterol: increased low-density lipoprotein [LDL] and

decreased high-density lipoprotein [HDL]). Additionally, it was noted that there was

an increased risk of coronary heart disease. It should be noted that since androstenediol

and androstenedione are hormones, the IOC, National Collegiate (NCAA), National Foot-

ball League (NFL), and the U.S. Olympic Committee (USOC) (6,25) ban their use from

athletic competition.

1.3.1.2.1.1. Indications and Dosages. Although the use of androstenedione as an

ergogenic agent for the treatment of andropause has not been approved for use by the

Food and Drug Administration (FDA), it may prove useful in the future for treating such

conditions. (Andropause is associated with decreases in serum testosterone levels that

results in cognitive impairment, lack of energy, loss of bone and muscle mass, increased

frailty, loss of balance, sexual dysfunction, and a decrease in the individual’s overall

general well-being.) Androstenedione is administered orally usually with meals (26,25).

The suggested doses for androstenedione as a nutritional ergogenic supplement

in athletes are 50 to 100 mg/d orally. However, clinical studies in adult male volunteers

(ages 19–65) suggest that the manufacturer-recommended doses fail to achieve any

appreciable gains in muscle strength or endurance (during resistive exercises).

The suggested dosage of androstenedione in males for the treatment of documented

andropause is 300 mg/d orally for a period of 7 d. It has been shown that treatment with

androstenedione results in increased testosterone levels during the first 4 wk of treat-

ment, then subsequently drops to baseline levels with prolonged treatment (>4 wk). How-

ever, no results from clinical studies support the use of androstenedione in the treatment

of andropause.

1.3.1.2.2. Danazol (Danocrine®, Danazol (USP), Danocrine capsules (CAP 50,

100, 200 mg). Danazol, a synthetic steroid derived from ethisterone (ethinyl testoster-
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one), possess weak androgenic effects and is antiestrogenic. Danazol acts indirectly on

the pituitary to lower estrogen production through reducing the output of both luteiniz-

ing and follicle-stimulating hormones. Danazol also binds to tissue sex hormone recep-

tors, thereby rendering its antiestrogenic, anabolic, and weak androgenic activities. The

IOC, NCAA, and the USOC (6,25) ban the use of danazol from athletic competition.

1.3.1.2.2.1. Pharmacokinetics. Danazol is administered orally with meals, but

plasma levels do not increase proportionally with an increase in dosage. Peak danazol

concentrations usually occur in approximately 2 h, but significant treatment time is

required for the onset of the therapeutic effects. Daily doses over a period of 6–8 wk

are required for treating anovulation or amenorrhea and treatment of 1–3 mo for the

pain to subside in fibrocystic breast disease. Danazol is extensively metabolized in the

liver to its primary metabolite 2-hydroxymethyl ethisterone, and both are excreted in

the urine. The elimination half-life for danazol is 4–5 h (25).

1.3.1.2.2.2. Indications and Dosages. Danazol is indicated for the treatment of

angioedema, endometriosis, and fibrocystic breast disease. Although not an approved

use by the FDA, danazol can also be used to treat idiopathic thrombocytopenic pur-

pura. However, danazol’s mechanism of action for treating idiopathic thrombocyto-

penic purpura is unclear. Investigations conducted by Ahn (27), Fujisawa et al. (28), and

Otawa et al. (29) suggest that danazol acts on cell membranes, potentially making them

less sensitive to osmotic lysis or by modifying the patient’s immune response. Other

uses for danazol include treating postcoital contraception and premenstrual syndrome

(PMS) (25).

For the prophylactic treatment of hereditary angioedema in adults, danazol is

given orally in an initial dose of 200 mg/d. Depending on the patient’s response, subse-

quent doses may be reduced in half at intervals of 1–3 mo, or increased by 200 mg/d

if the patient suffers an attack of angioedema during treatment. However, if danazol is

used to treat traumatic angioedema, attempts should be made periodically to reduce or

discontinue treatment (25).

For treating mild cases of endometriosis in adults, danazol is given orally during

menstruation in two divided doses of 200–400 mg/d. In moderate to severe cases of

endometriosis, danazol is initially given orally during menstruation in two divided doses

of 800 mg/d. Depending on the patient’s response, subsequent doses may be reduced

gradually. However, daily doses should be given over a period of 3–6 mo, with treat-

ment not extending beyond 9 mo.

For the treatment of fibrocystic breast disease in adults, danazol is given orally

during menstruation in two divided doses of 100–400 mg/d. Depending on the patient’s

response, dosages are adjusted accordingly. It should be noted that therapy should be

continued uninterrupted over a period of 6 mo, independent of whether the symptoms

are relieved or eliminated. The continuation of treatment over this time is important

in order to ensure the elimination of nodularity.

The FDA does not approve the use of danazol in adults for the treatment of chronic

idiopathic thrombocytopenic purpura, PMS maladies, and emergency postcoital contra-

ception. However, for the treatment of chronic idiopathic thrombocytopenic purpura,

a dosage of 200 mg orally three times/day over a period of 6 mo has been recommended.

For the treatment of maladies (e.g., mastalgia, bloating and weight gain [greater than

a 1.4 kg increase in weight], anxiety, and depression) associated with PMS, the recom-
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mended dosage in adults is 50–100 mg orally two times/d. To achieve the best results,

the dose should be titrated. For emergency postcoital contraception, doses of 800–

1200 mg orally every 12 h for two doses and a dose of 800 mg orally every 12 h for three

doses have been suggested. However, further studies are required because of contra-

dictory data.

1.3.1.2.3. Dihydrotestosterone (DHT) (Andractim™). DHT is classified as a

schedule III controlled substance, banned by the NCAA, IOC, and USOC (6,25). DHT

is the active metabolite of testosterone believed to be the primary anabolic agent in

target tissues (e.g., skeletal muscle and the prostate).

1.3.1.2.3.1. Pharmacokinetics. Results from phase III testing of transdermal DHT

patches in hypogonadal men (ages 21–65 yr) indicate treatment for 24 h produces

peak concentrations after 13 h (reaching a plateau between 12 and 18 h). On the other

hand, peak testosterone levels were achieved in 8 h (30). Serum DHT levels increased

from hypogonadal to normal physiological concentrations within 24 h of treatment.

Following removal of the patches, plasma DHT levels dropped back down to its baseline

hypogonadal range. The half-life for DHT was reported to be approximately 2.83 and

0.97 h, whereas that for testosterone was 1.29 and 0.71 h. Using a sequential crossover

design for transdermal DHT, there was negligible variation in uptake from the different

application sites (abdomen, back, chest, shin, thigh, or upper arm). However, this was

not true for testosterone.

1.3.1.2.3.2. Indications and Dosages. In individuals who have AIDS, DHT is

being studied for reversing AIDS-related wasting of muscle mass. Previous attempts

to use testosterone to treat AIDS-related wasting was unsuccessful because it is thought

that AIDS patients lack 5�-reductase, the enzyme responsible for converting testos-

terone into DHT in target tissues (25). Furthermore, DHT may be the hormone responsi-

ble for stimulating an increase in appetite and is currently in phase III clinical trials as

a topical agent for treatment of low circulating testosterone levels (andropause) in

men and AIDS-related wasting syndrome (17,26,31). Another benefit gained from the

use of topical DHT is that this route of administration avoids the pain associated with

im testosterone injection (18).

The suggested dosage to be used by AIDS patients to attenuate the AIDS-related

wasting syndrome or hypogonadal men is unclear at this time. However, topical doses

of 16, 32, and 64 mg/d have been studied in phase III trials (25,26,31).

1.3.1.2.4. Fluoxymesterone (Fluoxymesterone [Tab 10 mg], Halotestin® [Tab

2, 5, 10 mg], Android-F®, Hysterone®, Ora-Testryl® [10 mg]). Fluoxymesterone is

an orally administered androgen and is classified as a Schedule III controlled sub-

stance, banned by the NCAA, IOC, and USOC (6,25). Fluoxymesterone promotes nor-

mal growth, the development of male sex organs, and the development of secondary

sex characteristics. It has twice the anabolic potency as testosterone and has an andro-

genic to anabolic potency ratio of 1:2. Furthermore, since fluoxymesterone inhibits the

formation of estrogen, it could potentially serve as a potent doping agent (25).

1.3.1.2.4.1. Pharmacokinetics. In a clinical study conducted with fluoxymesterone,

10-mg tablets were administered to six male subjects either orally or buccally. Peak

serum fluoxymesterone levels of 40–150 ng/mL were achieved in 1–2 h, with a half-life

of approximately 2 h (32,33).
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1.3.1.2.4.2. Indications and Dosages. Fluoxymesterone is indicated for the treat-

ment of inoperable breast carcinoma and hypogonadism in men. The recommended

dosage in adults for treating hypogonadism via androgen replacement therapy is 5 mg

orally one to four times/daily for a total of 5–20 mg/d. For the treatment of inoperable

breast cancer in adults, the recommended dosage is 10–40 mg/d orally. The doses should

be divided. Fluoxymesterone can also be used to prevent postpartum breast engorge-

ment. Although this usage is not approved by the FDA, it is suggested that 2.5 mg of

fluoxymesterone should be administered orally to adults after delivery, then 5–10 mg

orally per day in divided doses for a period of 4–5 d. Fluoxymesterone comes in tablet

form in doses of 2, 5, and 10 mg (25).

1.3.1.2.5. Methyltestosterone ([Tablets 10, 25 mg] Android-10®, Testred®,

Virilon® [Inj soln 200 mg/mL], and Methitest™). Methyltestosterone is an orally

administered androgen and is classified as a Schedule III controlled substance, banned

by the NCAA, IOC, and USOC (6,25). Methyltestosterone is a synthetic analog of tes-

tosterone, designed to be administered orally without loss of bioactivity, and was first

approved for use by the FDA as a topical ointment in 1939 and as an oral androgenic

agent in 1940. When compared to testosterone, methylation at the 17 carbon position

reduces the rate at which methyltestosterone is metabolized in the liver. Androgens are

important for stimulating RNA polymerase and subsequent protein production impor-

tant in the development of male sex traits. During puberty, androgens promote the

growth and development of skeletal muscle, and the redistribution of body fat (25).

1.3.1.2.5.1. Pharmacokinetics. Methyltestosterone is administered either orally

or buccally. When methyltestosterone is administrated orally, it undergoes the first-

pass effect in the liver where it is metabolized at a rate approximately 50% greater than

buccally. Peak serum methyltestosterone levels are achieved after about 2 h, with a half-

life of approximately 2.5–3.5 h. The glucuronide and sulfate conjugates are eliminated

primarily by renal excretion, with a small degree of the drug unchanged.

1.3.1.2.5.2. Indications and Dosages. Methyltestosterone is indicated for the man-

agement of congenital or acquired hypogonadism and can be used for the treatment of

delayed puberty and erectile dysfunction. Methyltestosterone is also useful for the treat-

ment of breast carcinoma in postmenopausal women because of its antiestrogenic effects.

Methyltestosterone comes in either capsule or tablet form. The oral dosage required

for androgen replacement therapy as well as treatment for erectile dysfunction (impo-

tence) or hypogonadism in adult males is 10–50 mg/d. When taken buccally (i.e., dis-

solved in buccal cavity), the dose is 5–25 mg/d. In treating delayed puberty in adolescent

males, the recommended dosage is 5–25 mg/d orally or 2.5–12.5 mg/d buccally. Treat-

ment occurs over a period of 4–6 mo. In treating breast cancer in adult women, the

recommended dosage is 50 mg/d up to four times per week orally or 25 mg/d up to

four times per week buccally. Once the desired response is observed, usually within

2–4 wk, the dosage can be reduced to 25 mg twice daily. It should be noted that high

doses of methyltestosterone over a long period could result in nonreversible mascu-

line changes in women.

1.3.1.2.6. Nandrolone (Androlone-D 100®, Deca-Durabolin®, Neo-Durabolic®,

Anabolin™ LA, Andryl™, Durabolin®, Hybolin™, Nandrocot™, Deca-durabolin

Injection [Inj Sol 100 mg/2 mL]; Nandrolone Decanoate Injection [Inj Sol 50 and



512                                                           von Deutsch, Abukhalaf, and Socci

100 mg/mL]). Nandrolone is an orally administered androgen and is classified as a

Schedule III controlled substance, which is banned by the NCAA, IOC, and USOC (6,

25). Nandrolone is a synthetic androgen used in the treatment of osteoporosis and the

anemia associated with chronic renal failure. Nandrolone increases hemoglobin and

the mass of red blood cells. However, with the advent of recombinant human erythro-

poietin, the use of nandrolone in treating the aforementioned anemia is declining. Addi-

tionally, since nandrolone produces an anabolic effect, it is used as a doping agent to

build muscle mass, increase bone density, and stimulate appetite. Furthermore, nan-

drolone might also enhance erythropoietic stimulating factor to increase the production

of erythrocyte production. Other effects associated with nandrolone include increased

levels of LDL and decreased levels of HDL (25).

1.3.1.2.6.1. Pharmacokinetics. Intramuscular administration of nandrolone is slowly

released at a relatively constant rate over a period of 4 d. Peak concentrations occur in

approximately 3–6 d for a dose of 100 mg im. Plasma esterases hydrolyze nandrolone

decanoate to its highly lipid soluble free form, nandrolone. Nandrolone is metabolized

in the liver and has a half-life of 6–8 d. The clearance rate of nandrolone is 1.6 L/h/kg

body wt.

1.3.1.2.6.2. Indications and Dosages. Nandrolone is indicated for the treatment

of the anemia arising from chronic renal failure. Nandrolone can also be used to treat

wasting conditions as well as to counter the effects of osteoporosis, but the FDA does

not approve these usages. For treating anemia, nandrolone should be taken at intervals

of 3–4 wk for up to 12 wk. If a second treatment cycle is required, a 4-wk interval

between cycles should be employed. Additionally, because of its erythropoietic effects,

adequate iron is required for maximal drug response. For treating the anemia associ-

ated with chronic renal failure, adult and adolescent (age 14 yr or more) males and

females are administered intramuscularly 50–200 mg and 50–100 mg, respectively, at

intervals of 1–4 wk. In children (2–13 yr), the recommended dosage of nandrolone is

25–50 mg im (25).

Nandrolone may be used intramuscularly (50 mg im every 3–4 wk) for the treat-

ment of osteoporosis in postmenopausal women, where it acts to inhibit bone resorption

and increases bone density. It should be noted that the FDA does not approve this usage.

1.3.1.2.7. Oxandrolone (Oxandrin®; comes in 2.5-mg tablets). It should be

noted that oxandrolone is a Schedule C-III controlled substance and is subsequently

banned from athletic competition by the IOC, NCAA, NFL, and USOC (6,25). Oxandro-

lone is a potent synthetic analogue of testosterone that has approximately eight times

the anabolic activity of its parent compound. The ratio of anabolic to androgenic activ-

ity (testosterone:oxandrolone) is approximately 1:3 to 1:13, making oxandrolone the

most potent of the androgens (Table 2). The deletion of the angular methyl group at the

C-19 position results in the molecules greater androgenic potency. Oxandrolone in

combination with adequate calories has been used to promote weight gains in individu-

als with chronic wasting diseases such as Duchenne muscular dystrophy, chronic obstruc-

tive pulmonary disease (COPD), and AIDS (25,34–36). Androgens have also proven

useful in maintaining muscle mass and body wt in trauma cases or in cases where patients

suffered severe burns (25).

At normal prescribed doses, oxandrolone is not ergogenic. It is unclear due to con-

flicting evidence whether anabolic steroids significantly increase athletic performance



14. Anabolic Doping Agents 513

when used in high doses. Oxandrolone has been shown to promote increases in lean

body mass (increased muscle mass and strength) that is lost with the stoppage of treat-

ment. Oxandrolone is not aromatized to estrogen, thus works directly as an andro-

gen. Furthermore, oxandrolone decrease protein catabolism possibly by competitively

inhibiting glucocorticoid receptors or interfering with the glucocorticoid responsive

element.

1.3.1.2.7.1. Pharmacokinetics. Oxandrolone is administered orally and is rapidly

absorbed. Oxandrolone is highly bound (94–97%) to plasma proteins and has a bio-

availability of approximately 97%. Hepatic metabolism of oxandrolone is markedly

slower than that of testosterone or other androgens due to the modification of ring A

(lack of a 4-ene function) and 17a-alkylation. The elimination half-life for oxandrolone

is approximately 9.4 h and peak plasma concentrations are higher than methyltestos-

terone. Oxandrolone is excreted primarily in the urine as the unchanged parent drug

(approximately 28%) and unconjugated product (25).

1.3.1.2.7.2. Indications and Dosages. It is important to note that when treating

wasting conditions with oxandrolone (or any other androgen), proper nutrition is essen-

tial. Oxandrolone is indicated for the treatment of wasting syndromes associated with

chronic diseases and lack of nutrition. Oxandrolone has also been suggested for use in

the treatment of AIDS-related wasting syndrome, Duchenne muscular dystrophy, growth

failure, and Turner’s syndrome. However, the FDA (25,37) has not approved these uses.

Oxandrolone is indicated for treating wasting conditions (cachexia, resulting from chronic

disease and/or infection, severe trauma, prolonged glucocorticoid treatment, or exten-

sive surgery), thereby promoting weight gain and increased protein synthesis. Further-

more, treatment would be indicated with in those individuals who fail to maintain normal

body wt. The usual recommended oral dosage in adults is 2.5 mg, taken two to four

times daily (5–10 mg/d) over a period of 2–4 wk. Depending on how the patient responds,

the treatment may be repeated as needed. If necessary, the dosage may be increased

up to 20 mg/d. In children, the recommended oral dose is 0.1 mg/kg (0.045 mg/pound)

body wt/d over a period of 2–4 wk. However, the dosage should not exceed the adult

dosage.

To treat the wasting syndrome associated with AIDS and the accompanying mus-

cle weakness (not FDA-approved usage), an oral dosage of 5–15 mg/d over 16 wk has

been investigated in adults (38). Dosages of 15 mg/d enhanced weight gain whereas the

5 mg/d treatment group and placebo controls experienced either weight maintenance or

loss in body wt, respectively. In these subjects, there was not any measurable improve-

ment in muscle strength.

In other clinical studies conducted in children and adolescences suffering from chronic

diseases and/or failure of growth (e.g., Duchenne muscular dystrophy, HIV infection,

Turner’s syndrome in females, and delayed pubertal development in males), oxandro-

lone was used orally at doses of 0.1 mg/kg/d (0.05 mg/kg/d for Turner’s syndrome) over

a period of 12 wk (25,37,39). Results indicated that treatment with oxandrolone was

successful in countering the weight loss and decreases in muscle mass associated with

HIV. With stoppage of treatment, body wt was maintained but there was a decrease in

muscle mass.

Treatment with oxandrolone (0.1 mg/kg/d, males) significantly improved muscle

strength in children with Duchenne muscular dystrophy, and significantly improved the
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velocity of growth in boys with delayed pubertal development. Likewise, oxandrolone

(0.05 mg/kg/d) significantly increased the rate of growth and final height in girls with

Turner’s syndrome. Additionally, the concomitant treatment with oxandrolone and growth

hormone resulted in a greater final height than with oxandrolone alone.

1.3.1.2.8. Oxymetholone (Anadrol®, Anapolon®; comes in 50-mg tablets).

Oxymetholone is an orally administered androgen and is classified as a Schedule III con-

trolled substance, banned by the NCAA, IOC, and USOC (6,25). Oxymetholone, like

nandrolone, acts to enhance the production and excretion of erythropoietin, thereby in-

creasing the red blood cell count. In contrast to nandrolone, oxymetholone produces a

greater degree of hepatotoxicity.

1.3.1.2.8.1. Indications and Dosages. Oxymetholone is used for the treatment

of anemias resulting from aplastic anemia (acquired or congenital), decreased produc-

tion of red blood cells, bone marrow failure, myelofibrosis, and hypoplastic anemias

arising from myelotoxic drugs. Additionally, oxymetholone has been used to treat wast-

ing conditions associated with chronic diseases. In 1997, Anadrol-50 was discontinued.

Oxymetholone is not meant to replace other therapeutic approaches to counter anemias

such as iron, folic acid, vitamin B12 and/or pyridoxine replacement therapy, and blood

transfusions.

In adults and children, the recommended oral dosage is 1–5 mg/kg body wt/d.

Normally, a dose of 1–2 mg/kg/d is effective but higher doses may be required. As with

all androgens, therapy should be tailored to the individuals needs and overall response.

Treatment should be given over a period of 3–6 mo with careful monitoring of hepatic

functions. Following remission in patients with congenital aplastic anemia, a contin-

ued maintenance dose is usually sufficient to maintain normal red blood cell counts.

1.3.1.2.9. Stanozolol (Winstrol®, Winstrol® V [2-mg tablets]). Stanozolol is an

orally administered androgen and is classified as a schedule III controlled substance,

banned by the NCAA, IOC, and USOC (6,25). It has been used in the treatment of

hereditary angioedema, and has been used as an anabolic agent to promote increases in

muscle mass, enhance performance, and reverse catabolism. The FDA approved Stano-

zolol for use in 1962 with 4.5 times greater anabolic potency than testosterone. Addi-

tionally, the anabolic activity for stanozolol is three to sixfold greater than its androgenic

effects. Stanozolol, as with the other anabolic agents, requires sufficient caloric and

protein intake in order to maintain a positive nitrogen balance.

1.3.1.2.9.1. Indications and Dosages. Stanozolol is indicated for use in the treat-

ment of hereditary angioedema. The recommended oral dosage in adults is initially 2 mg

taken three times/day. The dosage should be decreased when the frequency of attacks

has lessened. A maintenance dose of 2 mg/d or every other day should be taken orally

at intervals of 1–3 mo.

1.3.1.2.10. Testosterone (Andro®, AndroGel®, depoAndro®, Depo®-Testoster-

one, Androderm®, Testoderm®, Testoderm TTS®, Testopel®, Andro Cyp™, Andro-

L.A.®, Delatest®, Depandrate™, Depandro®, Duratest™, Durathate™, Histerone™,

Meditest™, Testa Span™, Testamone™, Testerone™, Testolin™, Testro™, Testro™

AQ, Testro™ LA.; Testosterone [PELLET 75 mg, INJ SUSP 50 mg/cc]; Testerone

suspension [INJ SUSP 50 mg/mL]; Testosterone propionate injection [INJ SOL

100 mg]; Depo testosterone injection [INJ SOL 200 mg/mL]; Testoderm system
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transdermal [FILM ER 4 mg/d]; Androderm [FILM ER 2.5 mg/d]). Testosterone

is the principal endogenous androgen and is classified as a Schedule III controlled sub-

stance, banned by the NCAA, IOC, and USOC (6,25). It was first approved for use in

1939 by the FDA and can be administered parenterally by two dosage forms (regular and

delayed-release), by transdermal application, or through the implantation of sterile

pellets (released over a period of 3–6 mo). Testosterone is metabolized in the liver at

a relatively fast rate, thus prompting the search for androgens with prolonged action,

as with the analog methyltestosterone. Androgens are important for stimulating RNA

polymerase and subsequent protein production important in the development of male

sex traits. During puberty, androgens promote the growth and development of skele-

tal muscle, and the redistribution of body fat (25).

1.3.1.2.10.1. Pharmacokinetics. Oral administration of testosterone would result

in the drug being absorbed from the gastrointestinal (GI) tract and being extensively

metabolized in the liver (first-pass effect). Since the bioavailability of testosterone is

low when taken orally, analogs of testosterone (e.g., methyltestosterone) have been syn-

thesized to act as a prodrug (prohormone) when taken orally, releasing testosterone as

the active metabolite when metabolized in the liver. However, the usual routes of admin-

istration for testosterone include intramuscularly (im), absorption by transdermal patches,

absorption by topical gel application, and pellet implant (17,25).

1.3.1.2.10.1.1. Intramuscular Route (im). When testosterone undecanoate is taken

orally for replacement therapy in hypogonadal men, multiple doses are required on a

daily basis to achieve the desired affect. Additionally, the resulting serum testosterone

levels can vary by a wide margin potentially due to variations in absorption from the GI

tract and the rapid metabolism of testosterone in the liver. However, the administration

of testosterone esters (e.g., testosterone undecanoate) via an im route offers a more sus-

tained duration of action lasting from 2 to 4 wk, owing to its slow absorption from the

injection site. Testosterone esters are less polar than testosterone and are absorbed at a

slower rate.

In pharmacokinetic studies conducted in orchidectomized cynomolgus monkeys

(Macaca fascicularis), Partsch et al. (40) showed that a single im injection (10 mg/kg)

of testosterone undecanoate produced first-day mean serum levels of 58 nmol/L and

levels of 40–68 nmol/L for a period of 45 d. Testosterone levels remained normal over

another 56 d. However, im injections of testosterone enanthate (10 mg/kg) produced

higher initial plasma testosterone levels (100–177 nmol/L) than the undecanoate out

to Day 5, then significantly decreased to low normal levels after 31 d. Clinical studies

with testosterone undecanoate in Klinefelter’s syndrome patients were conducted by

Zhang et al. (18). In these studies, they showed plasma testosterone levels increase from

10 nmol/L (hypogonadal levels) to 47.8 and 54.2 nmol/L following im injection of 500

mg or 1000 mg testosterone undecanoate, respectively.

1.3.1.2.10.1.2. Subcutaneous Implantable Pellets. Subcutaneous testosterone

pellets have duration of action that ranges from 3 to 4 mo to approximately 6 mo.

1.3.1.2.10.1.3. Topical Absorption (25).

• Gels. Dosing once a day (24-h dosing interval) with a topical testosterone skin gel or

ointment, 10% of the applied dosage is systemically absorbed. This information sug-

gests that the skin acts as a reservoir for sustained-release of testosterone. Differences
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in skin color may affect the amount of drug absorbed into the skin reservoir. It is impor-

tant to note that with higher melanin concentrations in dark skin, higher drug concen-

trations will be observed than in skin of a lighter color.

• Transdermal Patches. Skin patches can be applied to areas of the scrotum, arm, back,

or upper buttocks. The scrotum provides an area that is fivefold more permeable than

other areas. From scrotal patches, serum testosterone concentrations peak after 2–4 h

and plateau following 3–4 wk.

1.3.1.2.10.1.4. Indications and Dosages. Testosterone is indicated for the treatment

of breast cancer, delayed puberty, erectile dysfunction, and hypogonadism. Although

not approved for use by the FDA, testosterone has also been suggested for the treatment

of AIDS-associated wasting syndrome, anemia, and microphallus.

1.3.1.2.10.1.5. Androgen Replacement Therapy for the Treatment of Erectile Dys-

function (Impotence). In adult males, the recommended dosage of testosterone suspen-

sion or testosterone propionate is 10–25 mg (im) two to three times/week, whereas 50–400

mg (im) once every 2–4 wk is recommended for testosterone cypionate or enanthate.

1.3.1.2.10.1.6. Androgen Replacement Therapy for Hypogonadism (Primary and

Hypogonadotropic Types). In adult males, the recommended dosage of testosterone sus-

pension or testosterone propionate is 10–25 mg (im) two to three times/week, whereas

50–400 mg (im) once every 2–4 wk is recommended for testosterone cypionate or

enanthate. In children, to initiate pubertal growth 40–50 mg/m2 of is administered im.

Treatment is continued until the growth rate drops to prepubertal levels. The recom-

mended treatment for the terminal growth phase is 100 mg/m2 im until growth stops.

Continuing treatment (100 mg/m2 im) at a dosage rate of two per month will maintain

virilization.

1.3.2. Biosynthesis of Endogenous Androgens

The principal site for the synthesis of endogenous androgens (e.g., DHEA or tes-

tosterone) in men is in the Leydig cells of the testes where approximately 95% of all the

androgens are produced. In particular, androgens are synthesized in the mitochondria

of Leydig cells. In addition to the testes, androgens are also synthesized in the cortex

of adrenal glands. The primary androgen synthesized in the adrenals is androstenedi-

one, a precursor to testosterone and dihydrotestosterone. In males, the adrenal cortex

accounts for only about 5% of the total hormone produced in the body. In contrast, the

adrenal cortex in females accounts for the majority of androgens (e.g., DHEA) pro-

duced, whereas theca follicular cells of the ovaries are secondary for androgen produc-

tion. The mean production rates of testosterone and DHT in normal healthy males are

0.07 and 0.03 mg/d, respectively, whereas in females the corresponding rates of produc-

tion are 0.03 and 0.006 mg/d (8,41,42).

The synthesis of testosterone (Fig. 6) in the testis is initiated by the conversion

of plasma cholesterol and acetate (8,41,42). The resulting cholesterol esters are acted

on by the enzyme 20,22-desmolase in the rate-limiting step to form the intermediate

pregnenolone. This rate-limiting step in the synthesis of testosterone is most likely sub-

ject to regulation by gonadotropins. In turn, pregnenolone undergoes conversion to pro-

gesterone by 3�-OH-steroid dehydrogenase (3�-HSD). Pregnenolone and progesterone

are both acted on by the enzyme 17-hydroxylase forming 17-OH-pregnenolone and 17-

OH-progesterone, respectively. Similarly, the enzyme 17,20-desmolase is responsible
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for catalyzing the conversion of 17-OH-pregnenolone and 17-OH-progesterone to

DHEA and androstenedione, respectively. DHEA and androstenedione both undergo

17�-dehydroxylation by 17�-OH-steroid dehydrogenase to form androstenediol and

testosterone. Androstenediol is further acted upon by the enzyme 3�-OH-HSD to yield

testosterone (8,41,42).

1.3.3. Mechanism of Action

All of the androgens produce their effect through binding to high-affinity steroid

receptors free in the cytoplasm (Fig. 7). Once bound, the hormone-receptor complex

translocates into the nucleus and binds to DNA. Other possible interactions may include

the passing of the steroid molecule into the nucleus and binding with a nuclear receptor,

or possibly dissociating from the steroid receptor and directly interacting with DNA.

However, it has been shown that the rate-limiting step in binding steroid hormones to

the receptor is not either the cytoplasmic concentration of the steroid or steroid-receptor

complex, but the number of cytoplasmic receptors. In the nucleus, anabolic steroids

enhance gene transcription resulting in the production of specific mRNA. The mRNA

passes out into the cytoplasm, binds to the rough endoplasmic reticlum, and induces

protein synthesis. In addition to an anabolic/androgenic action on tissue, catabolic activ-

ity is inhibited. Whether inhibition of catabolic activity occurs in the nucleus, through

inhibiting the transcription of catabolic enzymes or in the cytoplasm is unclear (8,41,42).

Fig. 6. Enzymes used in testosterone synthesis from cholesterol. 1. 20,22 Desmolase; 2. 3�-
OH-Steroid Dehydrogenase (3-�-HSD); 3. 17�-Hydroxylase; 4. 17,20 Desmolase; 5. 17�-
OH-Steroid Dehydrogenase (17-�-HSD); 6. 5�-Reductase; 7. Aromatase; 8. 5�-Reductase.
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When androgen receptors are present in a tissue, the tissue is said to be androgen

sensitive. Receptor levels in skeletal muscle have been reported to range between 0.5

and 3.0 � 10�12 moles per mg protein, whereas in the prostate receptor levels may be 25-

fold greater. Nearly all of the testosterone content in tissues such as the prostate,

seminal vesicles, and pubic skin is metabolized to DHT, the active form of testosterone

that binds to the nuclear androgen receptors. However, in other tissues (e.g., kidneys,

testis, and skeletal muscle) that contain little 5�-reductase, testosterone binds directly

to the receptor. DHT is 2.5 to 10 times more potent than testosterone in bioassays (such

as capon’s comb) and binds to the receptor with a two- to threefold higher affinity (Kd =

0.25–0.5 nM DHT and K2 = 0.4–1.0 nM testosterone). In skeletal muscle, DHT activity

is attenuated by the enzyme 3�-hydroxysteroid oxidoreductase, which converts DHT to

the less active androgen 5�-androstane-3, 17� diol. Thus, bioconversion of DHT and

other androgens limits their effectiveness in skeletal muscle. A final point to consider

for androgen activity is the feedback control mechanism utilizing the testosterone metab-

olite estradiol (Fig. 8). Estradiol acts to enhance catabolic activity in tissue, thereby

attenuating the effects of high levels of testosterone or its analogs (8,41,42).

1.3.4. Transport and Metabolism

1.3.4.1. TRANSPORT

Endogenous hormones that are released into the bloodstream subsequently act on

remote target tissues responsible for muscle growth and secondary sex characteristics.

Fig. 7. Mechanism of action: receptor signal transduction.
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Once entering the plasma, testosterone becomes bound to carrier proteins and is trans-

ported to the liver where the complex undergoes catabolism. Of these carrier proteins,

testosterone binds with to the sex hormone-binding globulin (SHBG), also known as the

testosterone-estradiol binding globulin (TeBG) (8,42). In plasma, approximately 2–3%

of testosterone and DHT circulates as unbound (e.g., free), bound to SHBG (~60%), or

bound to albumin (~37%). In women, estradiol is also carried by SHBG, whereas in

men it is carried by albumin since testosterone and DHT saturate all of the available sites

on SHBG. The primary route for testosterone to enter cells is via simple diffusion. How-

ever, it is unclear whether testosterone that is bound to SHBG is able to enter cells. It is

important to note that changes in the circulating pool of SHBG will have an effect on

the proportion of free testosterone in the plasma available to enter target cells. Because

testosterone has such a short biological half-life, alkylation (for oral usage) or esterifi-

cation (for injectable steroids) of the molecule is required in order to prolong its half-

life and by slowing down its rate of metabolized (8,42,43).

1.3.4.2. METABOLISM (TABLE 5: METABOLITES; FIG. 8)

The primary site for the metabolism of testosterone and other androgens is in the

liver. In both testosterone and androstenedione, the double bond located between C4

and C5 are reduced, yielding two stereoisomers with a chiral center at C5. The isomers

of androstenedione are etiocholanolone (5�-isomer) and androsterone (5�-isomer).

Other isomers that are formed from the hydrogenation of the C-3 keto group include

the 3�-hydroxysteroids (androsterone and etiocholanolone) and the 3�-hydroxysteroid

(epiandrosterone). Of these 17-ketosteroids, the 3�-hydroxysteroids are found in the

highest concentration in the urine. Another metabolite of testosterone, epitestosterone

is the 17�-hydroxy androstan-3-one enantiomer of testosterone. In normal adult men,

it has been reported that approximately 5–25 mg of 17 keto-steroids are excreted in the

urine over a 24-h period (8,16,42).

Fig. 8. Metabolism of androgens.
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Table 5
Major Metabolites of Selected Androgens

Androstenedione Danazol Dihydrotestosteronea Fluoxymesterone Methyltestosterone

Testosterone �-1-2-hydroxymethyl- Androstanediol 6-hydroxyfluoxy- 6�-Hydroxy-methyl-

ethisterone mesterone testosterone

Estrone 2-hydroxymethyl-ethisterone 6,16-dihydroxyluoxy-

mesterone

Nandrolone Oxandrolonec Oxymetholone Stanozolol Testosterone

19-norandrosterone 17�-hydroxy-17�-methyl- 16�-hydroxystanozolol dihydrotestosterone

5''-androstan-3-one (mestanolone)

17�-hydroxy-17''-methyl-

19-noretiocholanolone 2,3-seco-5''-androstane-2,3-dioic acid estradiol

3'',17�-dihydroxy-17''-methyl- androsterone

5'',-androstane-2�-carboxylic acid etiocholanolone

aGlucuronidated at positions 3 and 17.
bEquine. Note: No first-pass effect and cannot be converted to estrogen.
cNote: No first-pass effect and cannot be converted to estrogen.
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In addition to the aforementioned metabolites of testosterone, testosterone is also

metabolized into a series of hydroxylated (positions 3, 15, and 16) polar compounds

that are conjugated to sulfuric and glucuronic acids and excreted in the urine and bile.

In addition to the metabolites, approximately 250 mg/day is excreted into the urine

unchanged.

Alkylation at position 17 on the D ring for orally active androgens provide a mea-

sure of protection against the first-pass clearance in the liver. These drugs include

oxandrolone, oxymetholone, methandrostenolone, and stanozolol for the orally active

drugs and testosterone enanthate and nandrolone decanoate for the parenterally admin-

istered nonmethylated androgens containing a 17-� ester period (8,16,42).

1.4. Toxicology: Adverse Reactions and Contraindications

Use of anabolic steroids, as well as other anabolic agents, is occurring at an

increased rate in other segments of the population. The “Monitoring the Future” study

conducted by the National Institute on Drug Abuse (NIDA) is an annual survey of drug

abuse among American adolescents. Results from this study showed a 6% decrease

amongst 12th grade students in associating the magnitude of health risk with the use

of anabolic steroids. Over a period of 8 yr (from 1991 to 1999), significant increases in

anabolic steroid usage were observed among adolescences (Table 6). More alarmingly,

between the years 1998 and 1999, a greater increase in steroid abuse was noted among

middle school-aged students. Other reports from Merck indicated that in the United

States, the rate of anabolic steroid use in male high school students ranged from 6 to 11%.

Surprisingly, this relatively high percentage of users included a number of nonathletes.

Additionally, it was reported that steroid usage among female high school students was

approximately 2.5%. Furthermore, nonsteroidal anabolic agents such as �2-adrenergic

agonists, growth factors, and growth hormone, are now being used in combination with

anabolic steroids in order to gain a more desirable anabolic effect (5).

Table 6
Percent Usage of Anabolic Steroids

Among Middle and High School Students

Grades

8th Grade 10th Grade 12th Grade
Year % Use % Use % Use

1991 1.90 1.80 2.10
1999 2.70 2.70 2.90
2000 3.00 3.50 2.50

8th Grade 10th Grade 12th Grade
Years % Change % Change % Change

(1991–1999) 0.80 0.90 0.80
(1999–2000) 0.30 0.80 �0.40
(1991–2000) 1.10 1.70 0.40

Data from (5).
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Results from these studies indicate a rising belief that the gains associated with

taking steroids far outweigh any potential risks. A national survey revealed that the most

common reasons given for using steroids were to improve athletic performance and/or

improve their appearance, and no doubt their self-esteem. This willingness among adol-

escences to use anabolic steroids reflects a failure of society to recognize the severity

of problem amongst the young and/or a lack of programs that sufficiently address the

dangers associated with steroid abuse (14,44).

Since 1969, based on seized Stasi (East Germany’s State Security Service) records,

an extensive doping program (State Plan 14.25) was in existence in the DDR, prima-

rily with the intent of humiliating West Germany at the 1972 Munich Olympics. This

East German program may have involved as many as 10,000 athletes, of which many

received doping agents without their knowledge. Furthermore, it appears that the prac-

tice of state-sponsored doping programs was prevalent through out the Eastern Block

countries such as Czechoslovakia, Bulgaria, and the USSR, as well as China. However,

Germany is the only country to launch judicial investigations into past doping offenses

with the intent of prosecution. Following the fall of the Berlin Wall and the reunification

of Germany, the true extent of nationally sponsored anabolic doping programs became

evident (45,46).

Today, these former athletes are presenting a host of problems attributed to the

use of multiple doping agents (e.g., turinabol, HGH, etc.) that range from liver damage

and ovarian inflamation to infertility, tumors, and a continual deterioration of their

health. From the use of massive doses of anabolic/androgenic steroids in young female

athletes, they have been reported to experience an inhibition of gonadotropin secretion,

growth of facial hair, muscle mass, and other virilization traits. It is important to note

that virilization occurring in such young women tends to be irreversible (e.g., deepening

of voice and clitoral enlargement), even after discontinuation of androgens. Addition-

ally, the impact of massive androgen doses has been reported to cause changes in sexual

preference in some women.

In studies conducted in women, it was noted that 100 mg of either DHEA or andro-

stenedione caused plasma testosterone levels to increase by at least six times that of nor-

mal human females. This treatment-induced increase in plasma testosterone levels had

a duration of 2 h, with peak levels lasting for only a few minutes. In another study con-

ducted with men, it was found that plasma testosterone levels rose by 211 and 237%

when treated with either 50 or 100 mg of androstenedione, respectively (23,24,47,48).

Androstenedione is classified and sold as a dietary supplement. Because dietary sup-

plements are sold containing androgens, one must be alert to the possibility accidental

exposure or alterations to endogenous androgen levels (49,50).

1.4.1. Contraindications
In general, these drugs are Schedule C-III controlled substances and are all banned

by the NCAA, USOC, and IOC (6,25). They are sold (with the exception of androste-

nedione) as prescription only and are categorized as pregnancy category X (should never

be used in pregnancy). The drugs listed should not be used in children.

1.4.1.1. ANDROSTENEDIONE

Androstenedione is contraindicated in children, cholestasis, females, hepatic disease,

and hepatitis. It should never be used during pregnancy or in cases of prostate cancer.
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1.4.1.2. DANAZOL

Danazol is contraindicated for the elderly, and in cases of migraine or prostatic

hypertrophy. It should never be used in cases of breast cancer, breast-feeding, cardiac

disease, elderly, hepatic disease, migraine, porphyria, pregnancy, prostatic hypertro-

phy, renal disease, seizure disorder, and vaginal bleeding.

1.4.1.3. DIHYDROTESTOSTERONE

Unclear at this time.

1.4.1.4. FLUOXYMESTERONE

Fluoxymesterone is contraindicated in cases of cardiac, hepatic, and renal diseases,

men with breast or prostate carcinomas, pregnancy, prostatic hypertrophy, porphyria,

and tartrazine dye hypersensitivity.

1.4.1.5. METHYLTESTOSTERONE AND TESTOSTERONE

Testosterone is contraindicated in cases of accidental exposure in women to patients

using testosterone gels or creams. Both are contraindicated in women who are breast-

feeding or pregnant, children, hypercalcemia, diabetes mellitus, coronary artery disease,

diabetes mellitus, females, heart failure, myocardial infarction, and prostatic hypertro-

phy. It should never be used in cases of breast or prostrate cancer, intravenous administ-

ration, cardiac, hepatic and renal diseases, soya lecithin hypersensitivity, and tartrazine

dye hypersensitivity.

1.4.1.6. NANDROLONE

Nandrolone decanoate is contraindicated in breast-feeding, children, coronary

artery disease, diabetes mellitus, heart failure, hypercalcemia, myocardial infarction,

and prostatic hypertrophy. It should never be used in cases of benzyl alcohol hypersen-

sitivity, breast cancer, cardiac and hepatic diseases, females, intravenous administra-

tion, pregnancy, and prostate cancer.

1.4.1.7. OXANDROLONE

Contraindicated in cases of arteriosclerosis, breast cancer, breast-feeding, cardio-

vascular diseases (cardiac disease, coronary artery disease, heart failure, myocardial

infarction, peripheral edema), children, cholestasis, diabetes mellitus, females, hepa-

tic and renal diseases, hypercalcemia, hypercholesterolemia, jaundice, peripheral edema,

polycythemia, pregnancy, prostate cancer, and prostatic hypertrophy.

1.4.1.8. OXYMETHOLONE

Oxymetholone is contraindicated in cases of breast carcinoma, diabetes, kidney

disease (nephrosis, nephrotic phase of nephritis), pregnancy, prostate carcinoma, and

seizure disorders. Oxymetholone (Anadrol-50) was discontinued in 1997.

1.4.1.9. STANOZOLOL

Stanozolol is a Schedule C-III controlled substance and is contraindicated in cases

of breast carcinoma, diabetes, kidney disease (nephrosis, nephrotic phase of nephritis),

pregnancy, prostate carcinoma, and seizure disorders.
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1.4.2. General Adverse Effects (25)

Some of the most common side effects include hirsutism, male pattern baldness,

acne, increased serum cholesterol, and decreased HDL. Testosterone enanthate, for

example, also affects body fluids and electrolytes by causing retention of water, sodium,

chloride, potassium, calcium, and inorganic phosphates. The hematological effects of

testosterone enanthate include suppression of clotting factors II, V, VII, and X, produc-

ing bleeding in patients on anticoagulant therapy, and polycythemia. Other adverse

effects include nausea, cholestatic jaundice, alterations in liver function tests, head-

aches, anxiety, depression, altered libido, and generalized paresthesia. Infrequently,

testosterone enanthate can cause hepatocellular neoplasms, hepatis, inflammation, and

anaphylactic reactions. High doses of anabolic steroids have been implicated in caus-

ing cancer and behavior changes including steroid “roid” rage (51).

1.4.2.1. ENDOCRINE AND UROGENITAL (25)

1.4.2.1.1. Males. In men, the most common side effects associated with androgen

usage include gynecomania (an excessive desire for women), and excessive frequency

and duration of penile erections. Oligospermia may occur at high dosages.

1.4.2.1.2. Females. In women, the most common side effects associated with andro-

gen therapy are amenorrhea and other menstrual irregularities, inhibition of gonadotro-

pin secretion, and virilization, including deepening of the voice and clitoral enlargement.

The observed changes in voice and clitoral enlargement are usually irreversible even

after discontinuation of androgens. In pregnant women, treatment with androgens causes

virilization of the external genitalia in female fetuses.

1.4.3. Specific Adverse Effects of Selected Androgens

1.4.3.1. ANDROSTENEDIONE

Androstenedione can cause feminization (indirect effect through its metabolites

estradione and 17�-estradiol), priapism, secondary malignancy, and virilization (direct

anabolic action of androstenedione).

1.4.3.2. DANAZOL

Acne, alopecia, amenorrhea, bleeding, cholestasis, diaphoresis, edema, elevated

hepatic enzymes, erythema multiforme, flushing, Guillain-Barre syndrome, headache,

hirsutism, hoarseness or deepening of voice, hypercholesterolemia, jaundice, maculo-

papular rash, nausea/vomiting, peliosis hepatis, pharyngitis, photosensitivity, pruritus,

pseudotumor cerebri, seborrhea, Stevens-Johnson syndrome, stroke, teratogenesis, throm-

boembolism, thrombosis, urticaria, visual impairment, and weight gain.

1.4.3.3. DIHYDROTESTOSTERONE (DHT)

DHT causes male pattern baldness; other adverse effects are unclear at this time.

1.4.3.4. FLUOXYMESTERONE

Amenorrhea, anxiety, change in libido, cholestatic jaundice, clitoral enlargement,

depression, edema, elevated hepatic enzymes, excessive frequency and duration of erec-

tions, gynecomastia, headache, hirsutism, hoarseness or deepening of voice, hypercalce-

mia, male pattern baldness, nausea/vomiting, oligospermia, peliosis hepatis, suppression

of clotting factors, and virilization.



14. Anabolic Doping Agents 525

1.4.3.5. METHYLTESTOSTERONE

Acne, alopecia, amenorrhea, anxiety, depression, elevated hepatic enzymes, epidi-

dymitis, epiphyseal closure, erythrocytosis, feminization, gynecomastia, hepatitis, hyper-

calcemia, hypercholesterolemia, jaundice, libido increase/ decrease, nausea and vomiting,

oligomenorrhea, peliosis hepatis, peripheral edema, priapism, prostatic hypertrophy,

secondary malignancy, virilization, and weight gain.

1.4.3.6. NANDROLONE

Nandrolone can cause: acne, acneiform rash, alopecia, amenorrhea, clitoral enlarge-

ment, decreased ejaculate volume, depression, diarrhea, edema, elevated hepatic enzymes,

epididymitis, epiphyseal closure, excitability, feminization, fluid retention, gynecomas-

tia, hepatic failure, hepatic necrosis, hepatitis, hepatoma, hirsutism, hoarseness or deep-

ening of voice, hypercalcemia, hypercholesterolemia, impotence, injection site reaction,

insomnia, jaundice, libido increase/decrease, mastalgia, menstrual irregularity, nausea

and vomiting, oligomenorrhea, oligospermia, peliosis hepatis, penile enlargement, periph-

eral edema, priapism, prolonged bleeding time, prostatic hypertrophy, secondary malig-

nancy, sodium retention, teratogenesis, testicular atrophy, virilization, and weight gain.

1.4.3.7. OXANDROLONE

Oxandrolone can cause: acne, amenorrhea, cholestasis, clitoral enlargement, clot-

ting factor deficiency, coagulopathy, depression, edema, elevated hepatic enzymes, epi-

didymitis, excitability, feminization, fluid retention, gynecomastia, hepatic necrosis and

failure, hepatitis, hepatoma, hirsutism, hoarseness or deepening of voice, hypercalce-

mia, hypercholesterolemia, hyperkalemia, hypernatremia, hyperphosphatemia, impotence,

insomnia, jaundice, libido increase/decrease, menstrual irregularity, oligomenorrhea,

oligospermia, peliosis hepatis, penile enlargement, peripheral edema, polycythemia,

priapism, prolonged bleeding time, prostatic hypertrophy, secondary malignancy, terato-

genesis, testicular atrophy, virilization, and weight gain.

1.4.3.8. OXYMETHOLONE

Oxymetholone can cause: acne, blood lipid changes, cholestatic jaundice, clitoral

enlargement, diarrhea, edema, excitation, glucose intolerance, gynecomastia, hirsutism,

hoarseness or deepening of voice, inhibition of testicular function, insomnia, liver cell

tumors, nausea and vomiting, oligospermia, peliosis hepatis, testicular atrophy, and

virilization.

1.4.3.9. STANOZOLOL

Stanozolol can cause: acne, blood lipid changes, cholestatic jaundice, clitoral en-

largement, diarrhea, edema, excitation, glucose intolerance, gynecomastia, hirsutism,

hoarseness or deepening of voice, inhibition of testicular function, insomnia, liver cell

tumors, nausea and vomiting, oligospermia, peliosis hepatis, testicular atrophy, and

virilization.

1.4.3.10. TESTOSTERONE

Testosterone can cause: acne, alopecia, amenorrhea, anxiety, depression, elevated

hepatic enzymes, epididymitis, epiphyseal closure, erythema, erythrocytosis, feminiza-

tion, gynecomastia, headache, hepatitis, hypercalcemia, hypercholesterolemia, injection
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site reaction, insomnia, jaundice, libido increase/ decrease, mastalgia, nausea and vomit-

ing, oligomenorrhea, peliosis hepatis, peripheral edema, priapism, prostatic hypertro-

phy, pruritus, secondary malignancy, skin discoloration, skin irritation, virilization,

and weight gain.

1.5. Mechanisms of Interactions (25)

1.5.1. The Following Classes of Drugs

May Interact with Androgens When Administering Concurrently
It should be noted that chronic usage of androgens has been shown to lead to

dependency and the abuse of other drugs such as alcohol, cocaine, amphetamines, and

opioids. Furthermore, studies have shown that androgens are frequently used in varying

combinations along with other anabolic agents such as clenbuterol, growth hormone,

and nutritional supplements.

1.5.1.1. ANTICOAGULANTS, NONSTEROIDAL ANTIINFLAMMATORY DRUGS, AND SALICYLATES

Androgens such as danazol, fluoxymesterone, methyltestosterone, methandro-

stenolone, nandrolone, and testosterone have been reported to interact with anticoag-

ulants, nonsteroidal antiinflammatory drugs (NSAIDs), and salicylates by potentiating

their anticoagulant effects. With anticoagulants such as warfarin, concomitant usage

of androgens can cause an increase in plasma warfarin levels. The specific mechanism

by which this takes place is unknown, but it appears not to be related to displacement

from plasma proteins. Patients receiving oral anticoagulant, NSAIDs, or salicylate therapy

require close monitoring especially when androgens are started or stopped.

1.5.1.2. ANTIDIABETIC DRUGS AND INSULIN

Androgens have been shown to decrease blood glucose levels in diabetics, thereby

lowering insulin requirements.

1.5.1.3. ADRENOCORTICOTROPIC HORMONE (ACTH),

CORTICOSTEROIDS, HIGH-SODIUM FOODS, AND SODIUM-CONTAINING DRUGS

The interaction of androgens with drugs that promote sodium retention or foods

that have high sodium content should be avoided because of risk of edema. Further-

more, individuals with hepatic or cardiac disease should avoid these combinations due

to risk of hepatotoxicity, stroke (as a result of hypertension), or heart attack.

1.5.1.4. ALCOHOL (ETHANOL)

Although alcohol does not have any ergogenic effects, it can reduce the anxiety

level or tremors prior to competition. Furthermore, it has been shown that ethanol

metabolism may interfere with steroid metabolism by interacting with steroid oxido-

reductions. In addition to interfering with steroid metabolism, alcohol may potentiate

other effects related with androgen abuse. In clinical studies conducted to determine

whether personality psychopathology is common among anabolic steroid users, illicit

androgen users were compared with age-matched alcoholics and two control groups.

Results from these studies showed that androgen users had increased risk for person-

ality psychopathology when compared with community controls. Furthermore, illicit

androgen users also demonstrated significant antisocial traits in a manner similar to the

alcoholic group (25,52).
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Pregnant female athletes who are taking androgens and alcohol risk fetal alcohol

syndrome (FAS). The testosterone metabolite estradiol has been shown to synergistically

interact with ethanol causing renal damage such as hydronephrosis in the developing

fetus of humans and animal models. Additionally, renal damage may persist due to

suppression of testosterone-stimulated renal growth and development in the fetus.

1.5.1.5. AMPHETAMINES (AMPHETAMINE AND METHAMPHETAMINE)

Abuse of amphetamines and androgens has been well documented with regard

to increasing aggressive and antisocial behavior. In addition, a consistent clinical fea-

ture associated with methamphetamine-induced organic mental disorders included an

organic delusional syndrome with paranoid ideation and hallucinations. Furthermore,

with methamphetamine abuse a high propensity for violence is very common. Simi-

larly, violent and aggressive tendencies have been commonly observed in androgen

abusers. However, information on the combined effect of androgens and amphetamines

on aggressive behavior is lacking and further research is required (3).

The potential consequences arising from the combined use of amphetamines and

androgens was addressed initially in the introduction. During the Second World War,

all the armies used amphetamines routinely to help increase the soldiers’ endurance and

alertness, thereby giving them an edge in combat. Additionally, when amphetamines

were presumably used in combined with other behavior modifying drugs such as alco-

hol and/or androgens, the likelihood of a psychotic episode and violence could be greatly

enhanced (in either severity or frequency). This would be especially true if these drugs

are taken chronically and at high doses.

In related studies focused in investigating androgen effects on brain reward in

male rats, results suggested that although androgens do not appear to change the reward-

ing properties of brain stimulation, they might impact the sensitivity of the brain reward

systems. This observation was achieved by implanting electrodes in the lateral hypothal-

amus using the rate-frequency curve shift paradigm of brain stimulation reward. It was

found that androgen (singly or as part of a “cocktail”) affects the brain reward system in

male rats; it was observed that over a period of 2 wk that methandrostenolone had no

effect on either the reward or performance of intracranial self-stimulation. However, when

a “cocktail” consisting of testosterone cypionate, nandrolone decanoate, and boldenone

undecylenate was given over a period of 15 wk, the bar press rate (to stimulate the elec-

trode) increased slightly but significantly. Treatment with amphetamine prior to and

after the 15-wk androgen protocol significantly increased the rate-frequency curve shift.

From these results, the investigators were able to conclude that androgens may enhance

the sensitivity of the brain to amphetamine-induced brain reward properties (51).

Other areas of research have indicated that amphetamines inhibit spontaneous

and HCG-stimulated testosterone secretion in the testes by in part increasing cAMP

production and decreasing Ca2+ channel activity.

1.5.1.6. ANTIVIRAL NONNUCLEOSIDE REVERSE

TRANSCRIPTASE INHIBITOR DRUGS USED IN TREATING AIDS

AIDS patients who are taking the antiviral nonnucleoside reverse transcriptase

inhibitors (NNRTIs) agents such as deavirdine, efavirenz, and nevirapine may interact

with some anabolic steroid treatments. Results from a study conducted by the Liverpool
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HIV Pharmacology Group from the University of Liverpool in conduction with Bristol-

Myers Squibb Pharma indicated that no clinically significant interaction occurred with

nandrolone, whereas it was unclear whether any potential interactions with oxandrolone

would take place. On the other hand, treatment with the androgens stanazolol and tes-

tosterone may require close monitoring regarding alterations in drug dosage or the tim-

ing of administration (25).

1.5.1.7. ANTIVIRAL PROTEASE INHIBITORS

AIDS patients who are taking the antiviral protease inhibitors such as amprenavir,

indinavir, lopinavir, nelfinavir, ritonavir, and saquinavir may interact with some ana-

bolic steroid treatments. Results from a study conducted by the Liverpool HIV Phar-

macology Group from the University of Liverpool in conduction with Bristol-Myers

Squibb Pharma indicated that no clinically significant interaction occurred with nan-

drolone, whereas it was unclear whether any potential interactions with oxandrolone

would take place. On the other hand, treatment with the androgens stanazolol and testos-

terone may require close monitoring regarding alterations in drug dosage or the timing

of administration.

1.5.1.8. ADRENOCEPTOR AGONISTS

The synergistic effects of clenbuterol and anabolic steroids appear to cause in

myocardial infarctions, potentially resulting from coronary spasms. In laboratory ani-

mals, there is little information on the anabolic interactions taking between the �-2-

adrenergic agonists clenbuterol and salbutamol and the androgens. Clenbuterol had

no effect on blood testosterone levels. However, treatment with clonidine (�-2 adre-

noceptor agonist) and dobutamine (�-1-adrenoceptor agonist with some �-2 activity,

�1 >>> �2) caused increases in blood testosterone levels (54,84).

Other studies conducted in intact and castrated male and female Sprague-Dawley

rats showed clenbuterol’s anabolic effects were highest in males and least in females.

In general the efficacy of clenbuterol’s anabolic activity was (from highest to lowest):

intact males > castrated males > castrated females > intact females. These data sug-

gest an anabolic interaction (potentiation or synergism) may occur between clenbuterol

and endogenous androgens or that estrogens may interfere with clenbuterol’s anabolic

effects (54). However, the exact nature of this interaction remains unclear and further

research is needed.

1.5.1.9. CANNABINOIDS

No known anabolic effects or interaction with androgens.

1.5.1.10. CARBAMAZEPINE

Danazol can inhibit carbamazepine metabolism and cause an elevation of plasma

carbamazepine levels to potentially toxic concentrations.

1.5.1.11. CLONIDINE

In animals, the effects of clonidine on �-2 adrenergic-induced changes in blood

pressure, catecholamine, and growth hormone release were modified by testosterone.

In man, however, testosterone is unable to modulate clonidine’s effects. However,

testosterone was able to restore basal noradrenergic activity in hypogonadal men.
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1.5.1.12. COCAINE

In selected populations, cocaine and androgens are among the most commonly

abused substances. In laboratory studies conducted with rats, cocaine and/or andro-

gens (nandrolone decanoate) treatment when given alone or in combination produced

increased aggression. It was found that low-dose (2 mg) androgens taken over a rela-

tively longer period (4 wk) produced even greater aggression than the high intermittent-

dosed group (20 mg twice weekly). When animals were given combined optimal doses

of cocaine and nandrolone, aggression scores showed that a greater percentage of ani-

mals exhibited aggression than did animals receiving a single drug, whereas the level of

aggression did not change. Thus, the investigators concluded that the drugs did indeed

interact to produce unique effects in development of aggression. Furthermore, cocaine

studies conducted in humans (acute) and laboratory animals (chronic) showed that aggres-

sion levels were enhanced. It should be noted, however, that further investigations are

needed to fully elucidate the complex interactions of cocaine and androgens on aggres-

sive behavior. Additionally, combining androgens and cocaine with ethyl alcohol may

contribute to the observed increase in aggression (75).

1.5.1.13. GROWTH HORMONE

Contrary to other reports, the presence of testosterone had no effect on the plasma

concentration of growth hormone or its secretion.

1.5.1.14. IMIPRAMINE

The coadministration of the tricyclic antidepressant imipramine with methyltes-

tosterone could result in a dramatic paranoid response in four out of five patients.

1.5.1.15. OPIOIDS

Narcotic analgesics are not ergogenic but can serve to allow athletes with severe

injuries to compete. However, the nature of any interactions with androgens is unclear.

The nonscheduled opioid agonist/antagonist nalbuphine hydrochloride has been associ-

ated with usage dependence among androgen users. From the findings of Wines et al.

(56), nalbuphine may represent a new drug of abuse among athletes.

It has been suggested that prolonged use of high-dose androgens may induce a

dependency that may involve endogenous opioid systems. A study conducted in rhesus

monkeys showed that although the monkeys showed signs of opioid withdrawal when

given naloxone (to counter morphine treatments), naloxone was not able to induce any

signs of withdrawal symptoms during testosterone treatment. Thus, it does not seem

likely that high-dose androgen treatment enhances endogenous opioid activity in rhesus

monkeys in a manner resulting in opioid dependence or tolerance.

1.5.1.16. OXYPHENBUTAZONE

The coadministration of oxyphenbutazone, an antirheumatic analgesic rarely used

today, along with androgens results in elevated serum oxyphenbutazone levels. Oxy-

phenbutazone has antiinflammatory, antipyretic, analgesic, and uricosuric actions that

can provide symptomatic relief from pain. In general, oxyphenbutazone and its parent

molecule phenbutazone have been withdrawn from North America and most European

markets because of its toxicity.
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1.5.2. Summary of Drug Interactions

1.5.2.1. TESTOSTERONE MIGHT INTERACT

WITH CORTICOSTEROIDS, INSULIN, AND OTHER AGENTS (25)

1.5.2.1.1. Concomitant use of testosterone with these compounds may enhance

the formation of edema: ACTH, betamethasone (acetate and sodium phosphate), corti-

sone acetate, dexamethasone (and dexamethasone acetate and sodium phosphate), flu-

drocortisone acetate, hydrocortisone (and hydrocortisone acetate, sodium phosphate,

and sodium succinate), methylprednisolone (acetate and sodium succinate), predniso-

lone (acetate, sodium phosphate, and tebutate), prednisone, triamcinolone (and triamci-

nolone acetonide, diacetate, and hexacetonide).

1.5.2.1.2. In diabetic patients the use of testosterone (or other androgens) may

result in the lowering of blood glucose levels and subsequently insulin requirements.

Thus, the concomitant use of androgens with insulin formulations could result in exces-

sive lowering of blood glucose levels: insulin, human: (zinc suspension, NPH, regular,

regular and nph mixture), insulin: (NPH, regular, zinc crystals, zinc suspension), insu-

lin aspart (human regular), insulin glargine, insulin lispro (human), insulin lispro prota-

mine (human).

1.5.2.1.3. Concomitant use of testosterone with oxyphenbutazone may result in

elevated serum levels of oxyphenbutazone.

1.5.2.1.4. Concomitant use of testosterone cypionate (injectable) with proprano-

lol hydrochloride may result in an increased clearance of propranolol.

1.5.2.2. SYNTHETIC ANDROGENS (E.G., DANAZOL, FLUOXYMESTERONE, METHYLTESTOSTERONE,

NANDROLONE, OXYMETHOLONE, OXANDROLONE, STANOZOLOL) MIGHT INTERACT WITH

CORTICOSTEROIDS, ORAL ANTICOAGULANTS, ORAL HYPOGLYCEMIC AGENTS, AND OTHER AGENTS)

1.5.2.2.1. Concomitant use of androgens (e.g., danazol, fluoxymesterone, methyl-

testosterone, nandrolone, oxymetholone, oxandrolone, stanozolol) with corticosteroids

may enhance the formation of edema: ACTH, betamethasone (acetate and sodium phos-

phate), cortisone acetate, dexamethasone (and dexamethasone acetate and sodium phos-

phate), fludrocortisone acetate, hydrocortisone (and hydrocortisone acetate, sodium phos-

phate, and sodium succinate), methylprednisolone (acetate and sodium succinate),

prednisolone (acetate, sodium phosphate, and tebutate), prednisone, triamcinolone (and

triamcinolone acetonide, diacetate, and hexacetonide) (25).

1.5.2.2.2. Concomitant use of androgens (e.g., danazol, fluoxymesterone, methyl-

testosterone, nandrolone, oxymetholone, oxandrolone, stanozolol) with oral hypoglyce-

mic agents may result in the inhibition of the metabolism their metabolism (oral hypogly-

cemic agents): acarbose, chlorpropamide, glimepiride, glipizide, glyburide, metformin

hydrochloride, miglitol, pioglitazone hydrochloride, repaglinide, rosiglitazone maleate,

tolazamide, tolbutamide, and troglitazone (25).

1.5.2.2.3. Concomitant use of androgens (e.g., danazol, fluoxymesterone, methyl-

testosterone, nandrolone, oxymetholone, oxandrolone, stanozolol) with oral anticoagu-

lants may result in an increased sensitivity to the anticoagulants, thus requiring a decrease

in order to maintain desired prothrombin time: dicumarol, warfarin sodium.

1.5.2.2.4. Concomitant use of androgens (e.g., danazol, fluoxymesterone, methyl-

testosterone, nandrolone, oxymetholone, oxandrolone, stanozolol) with oxyphenbuta-

zone may result in elevated serum levels of oxyphenbutazone.
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2. �-ADRENOCEPTOR AGONISTS

In the 1992 Barcelona Olympics, several athletes from the United States, Germany,

China, and Great Britain were asked to leave due to use of banned drugs. Surprisingly,

not one of the athletes excused from the games used anabolic steroids, but they were

found to have used stimulants such as strychnine or the anabolic agent clenbuterol (14).

Anabolic agents can be used either to enhance athletic performance or to attenuate

skeletal muscle atrophy. Muscle atrophy is caused by unloading (unweighting) that can

result from prolonged bed rest, joint immobilization, or exposure to the environment

of space (microgravity). Under these conditions, mitigation of muscle atrophy and the

promotion of muscle growth have been approached pharmacologically by administer-

ing anabolic agents such as anabolic steroids, growth hormone, IGFs, and �-adrenergic

(adrenoceptor) agonists. Of these anabolic agents, �-adrenoceptor agonists are among

the least understood. In general, the tissue-specific distribution of �-adrenergic recep-

tors can be summarized as follows: (a) �1 in the heart; (b) �2 in lung, vascular tissue, and

skeletal muscle; and (c) �3 in brown adipose tissue of rats (10,15,25,58,59,61).

Among �2-adrenoceptor agonists used as anabolic agents in humans or livestock,

clenbuterol is by far the most popular. Clenbuterol is a relatively selective �2-adrener-

gic agonist demonstrated to have anabolic effects on skeletal muscle. Developed primar-

ily for the treatment of asthma, clenbuterol has also been used to enhance performance

by athletes and body builders and to increase lean body mass in animals raised for food.

Controlled clinical studies involving �-agonist-induced muscle effects in adult humans

have been rare and results have been ambiguous. In one study, effects on muscle size

were not detected although strength recovery after orthopedic surgery was improved.

Clenbuterol has been shown to enhance growth and reduces atrophy in unloaded and

denervated hind-limb muscles of young rats whose muscles are still growing. In the

former studies, and in sexually mature female rats, there is evidence for a drug-induced

shift from slow-twitch (type I) toward fast-twitch (type II) fiber types in the slow-fiber-

rich soleus muscle. Normal, pregnant rats fed a diet containing clenbuterol show increases

in the wet weight of all hind-limb muscles tested except the soleus. Until the current

study, there have been no reports of clenbuterol’s effects on the hind-limb muscles of

fully mature male rats. Additionally, the confounding effects of growth in these mature

animals are naturally reduced in comparison to younger animals. Furthermore, studies

conducted with mature rats are more likely to reflect the responses of adults under-go-

ing disuse atrophy resulting from bed rest, injury, surgery, or microgravity (10,58,59,61).

2.1. Chemistry

The parent molecule to sympathomimetic drugs is phenylethylamine that is com-

posed of a phenyl ring with an ethylamine side chain (see Fig. 9). Variations in the molec-

ular structure of these agents are made to alter the drug’s metabolism in order to prolong

the drug’s activity, to enhance the drug’s affinity to �- and �-adrenoceptors as well as

the its pharmacokinetic activity. Modifications to the phenylethylamine parent mole-

cule include substitutions on: (a) the phenyl ring, (b) the terminal amino group, and (c) the

�- and �-carbons on the ethylamine side chain (13,15).

Substitutions made at positions 3 and 4 on the phenyl ring of phenylethylamine

with -OH groups yield the endogenous catecholamines dopamine, norepinephrine, and

epinephrine. The least modified molecule, dopamine, is the catecholamine version of
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phenylethylamine and has greater affinity for the D1 and D2 dopamine receptors (D1 =

D2) than for adrenoceptors (D >> � >> �). Subsequent modifications at other positions

can alter the specificity of the molecule for a particular receptor type. These modifica-

tions would include the following.

2.1.1. Structure of �
2
-Adrenoceptor Agonists (13,15)

2.1.1.1. PHENYL RING SUBSTITUTIONS

Substitutions on the phenyl ring can significantly alter the potency and half-life of

a drug. For example, epinephrine and phenylephrine differ only by a hydroxyl group

at position 4 of the phenyl ring. Loss of the hydroxyl at position 4 for phenylephrine

significantly altered the molecules adrenoceptor affinity: increasing for � (�1 > �2)

and near complete loss for � (� >>>> �) except when concentrations are very high.

Additional to altering the molecules potency at either �- or �-adrenoceptors, cate-

cholamines are subject to metabolism by catechol-O-methyltransferase (COMT; see

section on metabolism). Along with the loss of both hydroxyl groups at positions 3 and

4, the molecule’s half-life is increased as well as its distribution into the CNS or other

tissues and organ systems.

2.1.1.2. �-CARBON SUBSTITUTIONS

Substitutions on the � carbon of the ethylamine side chain will interfere with metab-

olism through blocking oxidation of the site by monoamine oxidase (MAO). Blocking

metabolism at the �-carbon position tends to increase the molecule’s half-life, as is

the case with ephedrine and amphetamine.

2.1.1.3. �-CARBON SUBSTITUTIONS

Most of the �-adrenoceptor agonists have hydroxyl groups substituted at the �-car-

bon position on the ethylamine side chain. It is believed that the presence of the hydroxyl

group might be important with respect to storage of the molecule in neural vesicles.

2.1.1.4. AMINO GROUP SUBSTITUTIONS

Substitutions on the amino group with alkyl chains have a tendency to enhance

�-adrenoceptor activity and selectivity. The presence of a methyl on amino group of

nor-epinephrine yields the hormone epinephrine. Epinephrine has greater affinity for

�2-adrenoceptors than norepinephrine. Increasing the size of the substituent on the amino

group increases the molecule’s selectivity toward �2-adrenoceptors, while decreasing

selectivity for �-adrenergic receptors. Thus, the presence of an isopropyl (isoprotere-

nol) or isobutyl (albuterol, clenbuterol) on the amino terminus increases �-adrenoceptor

selectivity.

2.1.2. Stereochemistry

It should be noted that of the drugs regularly prescribed by physicians, greater than

half possess at least one chiral center. In contrast, approximately 99% of the naturally

occurring chiral pharmaceutical compounds have a single pharmacologically active enan-

tiomer. Enantiomers can vary greatly in their pharmacological effects upon target tissue(s)

as a result of differences in their pharmacodynamic and/or pharmacokinetic parameters

because of variations in their binding to receptors or metabolizing enzymes (10).
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Fig. 9. Common structures for �2-androceptor agonists and antagonist. Data from (12).
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Determining the identity of the active enantiomer (eutomer) in racemic drugs is

important because of the potential for avoiding undesirable side effects associated with

the less active enantiomer (distomer). As is the case with most �2-adrenoceptor ago-

nists such as clenbuterol and salbutamol, they are commercially available as a race-

mic mixture (1:1 ratio) of the two enantiomers, (�)-R and (+)-S. Whether one or both

of the enantiomers contribute to a drug’s principal action or to its toxic side effect(s)

must be determined on a drug-by-drug basis (10).

Furthermore, the less active enantiomer (distomer) may interfere with the activity

of the more biologically active species (eutomer) through competitive inhibition. Thus,

the distomer may potentially bind to sites other than its primary receptor, thereby poten-

tially causing adverse effects or alter the distribution and/or the activity of the eutomer,

resulting in decreased or increased effect or toxicity. Thus, this type of structure can

potentially give rise to numerous asymmetrical sites, e.g., chiral centers, yielding mole-

cules with the same chemical formula but different three-dimensional structures (9,10)

(see Tables 7A and B for Physical Properties).

2.2. Basic Physical Properties
Table 7A

Basic Physical Properties of �����-Agonists and Other Selected Drugs

Drug Chemical Formula Chemical Name Synonym/Salt Name

Albuterol C13H21NO3 �1-[[(1,1-dimethylethyl) Salbutamol
   amino]methyl]4-hydroxy-
   1,3-benzenedimethanol

Albuterol Sulfate C26H44N2O10S Aerolin, Proventil
Cimaterol C12H17N3O 2-amino-5-[1-hydroxy-2- —

   [(methylethyl)amino]ethyl]
   benzonitrile

Clenbuterol C12H18C12N2O 4-amino-3,5-dichloro-alpha- NAB 365
   [[(1,1-di-methylethyl)amino]
   methyl]benzene methanol

Clenbuterol HCl C12H19C13N2O — NAB 365 C1,
Spiropent,
Ventipulmin

Cocaine C17H12NO4 [1R-(exo,exo)]-3-(Benzoyloxy) free base
   8-methyl-8-azabicyclo[3.2.1]
   oxtane-2-carboxylic acid
   methyl ester

Cocaine HCl C17H22C1NO4 — HCl
Isoproterenol C11H17NO3 4-[1-Hydroxy-2-[(1-methyl- Isoprenaline

   ethyl)-amino]ethyl]-1,2-
   benzenediol

Isoproterenol HCl C11H18C1NO3 — Aerotrol, Euspiran
   (racemic)
Isoproterenol sulfate C22H36N2O10S — Aludrin, Isomist,
   dihydrate (racemic) Propal
The (1) enantiomer — — —
   (free base)
The (1) enantiomer — — —
    (HCl)
The (1) enantiomer of — — Isolevin
   isoproterenol (d-)
   bitartrate dihydrate
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Table 7A (continued )

Drug Chemical Formula Chemical Name Synonym/Salt Name

Mabuterol C13H18C1F3N2O 4-amino-3-chloro-�- —
   [[(1,1-di-methylethyl)amino]
   methyl]-5-trifluoromethyl)
   benzenemethanol

Mabuterol Hydro- C13H19C12F3N2O — —
   chloride (racemic) —
Individual (d) and — — —
   (1) enantiomers
   of Mabuterol
   Hydrochloride
Phenylpropanolamine C9H14C1NO �-(1-aminoethyl)benzen- —
   (PPA)    methanol-HCl —
Propranolol C16H21NO2 1-[(1-Methylethyl)amino]-3- —

   (1-naphthalenyloxy)-2-
   propanol

Propranolol HCl C16H22C1NO2 — —
Strychnine C21H22N2O2 strychnidin-10-one —
Terbutaline C12H19NO3 5-[2-[1,1-Dimethylethyl) Brethaire, Brethine,

   amino]-1-hydroxyethyl]- Bricanyl, Butaliret,
   1,3-benzenediol Monovent, Terbasmin,

Terbul
Terbutaline-sulfate (C12H19NO3)2- — —

H2SO4

Data from (12).
Table 7B

Basic Physical Properties of �����-Agonists and Other Selected Drugs

MNV Melting Melting Point
Drug g/mol Point °C Solvent/Other Solubility/Notes

Albuterol 239.31 151 and Crystal powder Salbutamol is soluble in most organic
157–158 solvents. Salbutamol is also marketed as the

pure R enantiomer and is called valbuterol.
Albuterol Sulfate The sulfate salt is soluble in aqueous solutions.
Cimaterol 219.29 159–161 — —
Clenbuterol 277.18 177–179 — Clenbuterol (free base) is soluble in methanol.

Soluble in alcohol.
Clenbuterol HCl 313.64 174–176 Colorless The salt is very soluble in water, alcohol,

microcrystalline methanol, slightly soluble in chloroform;
powder insoluble in benzene; LD50 in mice, rats,

guinea pigs 175, 315, and 67.1 mg/kg orally;
27.6, 35.3, and 12.6 mg/kgIV.

Cocaine 303.35 98 monoclinic One gram dissolves in 600 mL water and 270
tablets mL water at 80°C. Soluble in 6.5 mL alcohol,

from alcohol 0.7 mL chloroform, 3.5 mL ether, 12 mL oil
turpentine, 12 mL olive oil, 30–50 mL liquid
petrolatum. Also soluble in acetone, ethyl
acetate, carbon disulfide. LD50 iv inrts:
17.5 mg/kg

Cocaine HCl 339.82 195 Crystals, Numbs tongue on application, slightly bitter
granules, tasting. One gram dissolves in 0.4 mL water
or powder or 3.2 mL cold water. Dissolves in 2 mL hot

alcohol, 12.5 mL chloroform. Cocaine HCl
also soluble in glycerol, and acetone.
Insoluble in ether or oils.

(continued)
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Table 7B (continued )

MNV Melting Melting Point
Drug g/mol Point °C Solvent/Other Solubility/Notes

Isoproterenol 211.24 155 Crystal powder —

lsoproterenol 247.72 170–171 — 1 g dissolves in 3 mL water or in 50 mL of 95%

   HCl (racemic) ethanol. Less soluble in absolute ethanol,

practically insoluble in chloroform, ether,

and benzene. In a 1% aqueous solution,

isoproterenol has a pH of about 5 and will

turn a brownish-pink color upon exposure to

air or in an alkaline solution.

Isoproterenol 520.59 128 — One gram dissolves in approximately 4 mL of

   sulfate water and is only slightly soluble in alcohol.

   dihydrate Practically insoluble in chloroform, ether,

   (racemic) and benzene.

The (1) enantiomer — 164–165 — —

   (free base)

The (1) enantiomer — 164–165 — —

   (HCl)

The (1) enantiomer — 80–83 — —

   of isoproterenol

   (d-) bitartrate

   dihydrate

Mabuterol 310.75 — — Related to Clenbuterol

Mabuterol 345.21 205–206 — Fairly soluble in water. Related to Clenbuterol.

   Hydrochloride LD50 in male and female mice and rats is

  (racemic)  220.8, 119.9, 319.3, and 305.6 mg/kg orally;

41.5, 51.1, 26.4, and 28.1 mg/kg IV.

Individual (d) and — 194 — —

   (1) enantiomers

   of Mabuterol

   Hydrochloride

Phenylpropanol- 187.67 101–102/ free base/ PPA is soluble in water and alcohol, and

   amine (PPA) 190–194 HCl salt practically insoluble in ether, chloroform,

and benzene. The LD50 (rat) for PPA is

1490 mg/kg.

Propranolol 259.34 96 Crystals Crystals from HCl salt are soluble in water.

Practically insoluble in ether, benzene, ethyl

acetate. The LD50 in mice; 565 mg/kg orally,

22 mg/kg IV, and 107 mg/kg ip.

Propranolol HCl 163–164 Crystals —

Strychnine 334.42 275–285 Crystals The pKa at 25°C is 8.26, and 1 g is soluble in

182 mL ethanol, 6.5 mL chloroform, 150 mL

benzene, 250 mL methanol, 83 mL pyridine,

and slightly soluble in water. The LD50 in

rats: 0.96 mg/kg by slow iv infusion.

Terbutaline 225.29 119–122 Absolule ether —

Terbutaline- 323.37 246–248 — The pKa1 is 8.8, pKa2 is 10.1, and the pKa3 is

   sulfate 11.2. The solubility at 25°C is greater than

20 mg/mL in water, 0.1 NHCl and NaOH.

In ethanol the solubility is 1.2 mg/mL and in

methanol 2.7 mg/mL.

Data from (12).
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2.3. Pharmacology and Kinetics

2.3.1. Drug Usage: Sympathomimetic

Preparations and Routes of Administration

Sympathomimetic agents such as albuterol (salbutamol) or clenbuterol are impor-

tant pharmaceutical agents for the treatment of asthma. In general, these agents cause

the relaxation of bronchial smooth muscle and inhibit the release of bronchial con-

stricting substances released from mast cells. The prototypic endogenous sympatho-

mimetic agent epinephrine is a rapidly acting bronchodilator that has been used to treat

asthma and anaphylactic shock. Epinephrine can be given as a subcutaneous injection

(0.4 mL of a 1:1000 solution) or inhaled as a microaerosol delivered from a pressur-

ized canister (320 µg per puff). Additionally, epinephrine is contained within some local

anesthetic preparations as a vasoconstrictor (1:50,000, 1:100,000, or 1:200,000 dilu-

tions), constricting cutaneous vessels and prolonging the local anesthetic action.

2.3.1.1. ALBUTEROL (ACCUNEB
™, PROVENTIL

®, PROVENTIL
® HFA, VENTOLIN

®,

VENTOLIN
® HFA, VENTOLIN

® ROTAHALER
®, VENTOLIN

® SYRUP, VOLMAX
®, PROVENTIL

®,

REPETABS
®, RESPIROL RX

™, SALBUTAMOL
™, VENTOLIN

® NEBULES
®, VENTOLIN

® ROTACAPS
®,

VENTOLIN
® HFA, XOPENEX)

Albuterol and levalbuterol [the (�)-R enantiomer of albuterol and more potent

than the racemic mixture] are �2-selective adrenoceptor agonists (�2 >> �1 >>>>> �)

used in the treatment of acute bronchospasm, asthma, and act as a prophylaxis for bron-

chospasms. In the treatment of asthma or other chronic obstructive airway disease,

albuterol acts as a bronchodilator to alleviate the restriction in the airway. Albuterol

has a more prolonged bronchodilatory effect than either isoproterenol or metapro-

terenol, but less of cardiostimulatory effect than terbutaline. Albuterol comes as tablets

(4 or 8 mg; see Note A), inhalation aerosols (6.8- or 17-g canisters containing 80 or

200 metered inhalations, respectively; see Note B), inhalation solution (0.5% solution

in 20 mL amber bottle). (Note A: Albuterol 4- or 8-mg tablets: comes as timed release

(2 or 4 mg in the coating for immediate release, 2 or 4 mg in the core for delayed release)

as 4.8 or 9.6 mg of albuterol sulfate. Note B: Albuterol 6.8- or 17-g canisters deliver

100 mg of albuterol at the valve and 80 mg at the mouthpiece) (25,62).

Albuterol can be given orally (solution, tablet, or capsule form) or via an oral-

inhalation route (metered-dose inhaler). There are numerous treatment regimens that

include orally (immediate-release tablets or solution and extended-release tablets), oral

inhalation (using Rotahaler inhalation device with inhalation capsules), and oral inhala-

tion using an albuterol nebulizer solution.

2.3.1.1.1. Oral Treatment (Immediate-Release Tablets or Oral Solution). The

normal adult dose is 2–4 mg every 6–8 h. The maximum dose in adults and adoles-

cents should not exceed 32 mg/d. In children 6–12 yr and the elderly, 2 mg of albuterol

should be taken every 6-8 h with maximum doses of 24 and 32 mg/d, respectively. In

children under 6 yr, they should receive an initial dose of 0.1 mg/kg orally every 8 h,

not to exceed 8 mg/d. This dose can be increased to 0.2 mg/kg every 8 h if the desired

effect is not achieved, but should not exceed 12 mg/d.
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2.3.1.1.2. Oral Treatment (Extended-Release Tablets). It should be noted that

treatment with 4 mg of the extended-release tablets every 12 h is equivalent to 2 mg of

the immediate-release tablets every 6 h. The normal adult dose of the extended-release

tablets is 4–8 mg every 12 h. The maximum dose in adults and adolescents should not

exceed 16 mg/12 h. In children under 6 yr, they should receive an initial dose of 0.3–

0.6 mg/kg orally per day, not to exceed a maximum of 8 mg/d.

2.3.1.1.3. Oral-Inhalation Treatment

1. Metered-Dose Inhaler. Treatment with inhalation doses in adults and children (4 yr

and above) should be 90–180 mg (one to two puffs) every 4–6 h as needed.

2. Capsule and Rotahaler Inhaler. Treatment with capsule inhalation doses in adults and

children (4 yr and above) should be 200 mg (per capsule) every 4–6 h.

3. Albuterol Nebulizer Solution. Treatment with the nebulizer solution in adults and adol-

escents should be 2.5 mg every 6–8 h as needed. Treatment should be delivered over

a period of 5–15 min. For severe episodes, acute treatment should be 2.5–5 mg ini-

tially every 20 min for three doses, followed by doses of 2.5–10 mg every 1–4 h as

needed (or 10–15 mg/h by continuous nebulization). In children, treatment should be

1.25–2.5 mg every 4–6 h as needed. As with adults, treatment should be delivered over

a period of 5–15 min. Treatment of severe episodes in children should be 0.15 mg/kg

(2.5 mg minimum and 5 mg maximum) for three doses every 20 min, followed by

0.15–0.3 mg/kg (10 mg maximum) every 1–4 h as needed (25,62).

2.3.1.1.4. Prophylaxis Treatment in the Prevention of Exercise-Induced Bron-

chospasms. The use of albuterol to prevent the onset of exercise-induced bronchospasms

is not recommended. Longer acting agents such as formoterol, levalbuterol, the (�)-R

enantiomer of albuterol, are better suited for this task (25,57).

2.3.1.1.5. Levalbuterol (the (�����)-R Enantiomer of Albuterol) Oral-Inhalation

Treatment (Nebulizer Solution). The initial treatment with the nebulizer solution in

adults, adolescents, and children (12 yr or older) should be 0.63 mg every 6–8 h. Treat-

ment should be given three times per day. For severe asthmatic episodes, treatment

should be 1.25 mg three times per day. Higher doses should be monitored for adverse

effects. In children 6–11 yr, the initial dose is 0.31 mg every 6–8 h, three times per day.

Routine dosing should not exceed 0.63 mg given three times per day (25).

2.3.1.2. AMPHETAMINES (AMPHETAMINE, DEXTROAMPHETAMINE, AND METHAMPHETAMINE)

As a group, the amphetamines are considered CNS stimulants and their effects are

mediated centrally and peripherally through the action of norepinephrine. Amphetamines

are used to treat attention-deficit hyperactivity disorder (ADHD), as an appetite suppres-

sant for the treatment of obesity, and to treat narcolepsy. However, amphetamines should

be used with caution since there is a great potential for abuse and addiction (25).

Methamphetamine is used for the treatment of ADHD in children under 6 yr: 5 mg

orally once or twice daily, then increase incrementally by 5 mg/wk. The usual effec-

tive dose is 20–25 mg orally daily. For adjunctive treatment of obesity in adults, treat

with 5 mg orally 30 min prior to each meal, or treat with 10–15 mg orally with the long-

acting form every morning. Treatment should be continued for only a few weeks. Meth-

amphetamine (Desoxyn) comes in tablet form at doses of 5, 10, and 15 mg.

Amphetamine is used for the treatment of narcolepsy in children 3–6 yr by giving

2.5 mg orally once or twice daily then increase incrementally by 2.5 mg/d/wk until the
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desired response is obtained. In children over 6 yr, 5 mg of amphetamine is given orally

once or twice daily, then increase incrementally by 5 mg/wk until the desired response

is obtained. For treating narcolepsy in adults, amphetamine is given orally at a dose of

5–20 mg once to three times a day. In children who are being treated for ADHD, amphet-

amine is given in a fashion somewhat similar to the treatment of narcolepsy. In chil-

dren 6–12 yr, 2.5 mg amphetamine is given orally twice daily with incremental increases

of 5 mg/d/wk until the desired response is obtained. In children 12 yr or older, 5 mg of

amphetamine is given orally twice daily. Incremental increases in dose (10 mg/d/wk)

are given until the desired response is obtained. Amphetamine comes in tablet form as

amphetamine sulfate in doses of 5 or 10 mg.

2.3.1.3. CLENBUTEROL

Clenbuterol is an orally active, sympathomimetic agent (not approved for use in

United States) that has specificity for �2-adrenoceptors (�2 >>> �1 >>>>> �), including

those in bronchiolar smooth muscle (60,64). Owing to its bronchodilator properties,

it is used therapeutically to relieve respiratory disorders in humans (10–20 µg/d taken

twice daily) and animals (equine as bronchodilator: 0.8 µg/kg body wt given twice daily

for up to 10 d). Clenbuterol can be administered orally or parenterally in horses, but im

or iv routes can also be used. Clenbuterol also has been used in veterinary medicine and

in human clinical trials as a tocolytic agent (60,65,66). In animals, the recommended

treatment with clenbuterol, as a tocolytic agent, is equivalent to 0.8 mg/kg body wt by

a single parenteral injection in horses and 0.8 mg/kg body wt orally in cattle (60).

When administered in relatively high therapeutic doses, clenbuterol improves

nitrogen retention and thus increases muscle growth. Because clenbuterol also mark-

edly reduces body fat, it has been used illegally by ranchers as a repartitioning agent

in beef production, and by athletes, especially body builders, to increase lean body mass

(10,58,61,67–69). Experimentally, clenbuterol inhibits skeletal muscle atrophy secon-

dary to disuse, injury, and denervation. Clinical studies in adult humans have shown

clenbuterol to be effective in enhancing strength recovery after orthopedic surgery, with-

out altering muscle size (69). In rats, clenbuterol increased the rate of protein synthe-

sis in skeletal muscle (70–72). Thus, clenbuterol therapy could be useful in ameliorating

microgravity-induced muscle atrophy in astronauts (10,58,61,73,74).

2.3.1.4. COCAINE

Cocaine is a naturally occurring alkaloid used on mucosal tissue (oral, laryngeal,

and nasal cavities) as a topical or local anesthetic. It is also used in the eye as an ophthal-

mic anesthetic (13,15,25). Cocaine acts by decreasing neural permeability to sodium,

thereby decreasing the rate of membrane depolarization and nerve conduction. Cen-

trally, cocaine acts similarly to its peripheral effects, but also inhibits the reuptake of

norepinephrine, dopamine, and serotonin, making it an indirect agonist. Adverse effects

associated with the use of cocaine (e.g., significant local vasoconstriction, euphoria,

abuse, dependence, and the potential for violence) prevent its more widespread clin-

ical use (75). Cocaine is a Schedule C-II controlled substance and is banned by the

IOC (6,25).

2.3.1.4.1. Topical Anesthetic Treatment. In adults and children (6 yr or older),

a 1–10% cocaine solution is applied to the tissue via sprays, cotton applicators, packs,
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or instillation. In general, cocaine should be used in the lowest effective dose. How-

ever, 4% solutions of cocaine are used most frequently. It should be noted that more

concentrated solutions (>4%) of cocaine can result in systemic toxicity. Furthermore,

in elderly or debilitated patients, cocaine doses should be reduced. As a topical, cocaine

should not be applied to the eye or administered parenterally (6,25).

2.3.1.5. DOBUTAMINE

Dobutamine is a relatively selective �1-adrenoceptor agonist (�1 >> �2 >>>> �),

used for the short-term inotropic treatment of congestive heart failure (low output states),

cardiogenic shock, and post cardiac surgery. Dobutamine possesses inotropic, chrono-

tropic, and vasodilatory activity. Dobutamine is administered by iv infusion for a period

not to exceed 48 h (25).

2.3.1.5.1. Intravenous Dosage. The initial continuous iv infusion with dobutamine

(0.5–1 mg/kg/min) in adults, children, infants, and neonates is subsequently titrated every

few minutes to a range of 2–20 mg/kg/min (usual maximum). Adjustments to the dos-

age are made based on the hemodynamic response. Tachycardia or ventricular ectopy

may occur when infusion rates exceed 20 mg/kg/min. However, infusion rates up to

40 mg/kg/min may be required in adults, adolescents, and children on rare instances. In

the elderly, variable dose responses to dobutamine may occur; thus the dose should be

titrated based on hemodynamic responses (25).

As an anabolic agent, dobutamine has been tested in laboratory animals, but its

anabolic responses in muscle and bone were mixed (76,77). Additionally, dobutamine

has been investigated as one possible agent in offsetting the onset of microgravity-

induced skeletal muscle atrophy (78). However, its effects on skeletal muscle and bone

appear to be greater under sedentary conditions than in exercised or trained animals.

2.3.1.6. ISOPROTERENOL (ISUPREL
®, MEDIHALER-ISO

™)

Isoproterenol is the prototypic synthetic �-adrenoceptor agonist (�1 = �2 >>>>>

�) approved by the FDA in 1947. It is structurally similar to epinephrine, with inotro-

pic and bronchodilator properties. Isoproterenol is indicated for use in cases of acute

bronchospasm, asthma, AV (arterovenous) block, bradycardia, cardiopulmonary resus-

citation, Stokes-Adams attack, and torsades de pointes. Isoproterenol can also be used

to treat status asthmaticus, although it is not approved for this use by the FDA. In gen-

eral, isoproterenol relaxes the smooth muscle in the lungs and helps to improve breath-

ing by dilating airways. Isoproterenol is administered by inhalation, parenterally, iv

injection or infusion, or sublingually (13,15,25,63).

2.3.1.6.1. Oral-Inhalation Treatment

1. Metered Aerosol. The oral-inhalation dose for the treatment of acute and mild bron-

chospasms in adults and children with asthma is 120–262 µg isoproterenol HCl (one

to two inhalations) four to six times/day at 3- to 4-h intervals. Treatment with isopro-

terenol sulfate in adults and children is 80–160 mg (one to two inhalations) four to six

times/day at 3- to 4-h intervals. The maximum dose for each is 12 inhalations/24 h. It

should be noted that the National Asthma Education and Prevention Program Expert

Panel recommends against the use of isoproterenol because it could potentially pro-

duce excessive cardiac stimulation.

2. Nebulizer. In adults and children the recommended treatment under normal circum-

stances with isoproterenol is 6–12 inhalations of a 0.25% solution every 15 min up to
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three times. The maximum dosage is eight treatments over a period of 24 h. However,

the recommended treatment for acute asthma is 5–15 deep inhalations of a 0.5% sol-

ution. If necessary, treatment is repeated after 5–10 min. The maximum dosage is five

treatments over a period of 24 h. The oral-inhalation dose (via metered dose) for the

treatment of acute bronchospasms in adults with COPD is 120–262 mg isoproterenol

HCl (one to two inhalations) four to six times/day at 3- to 4-h intervals. The maxi-

mum dosage is 12 inhalations/24 h. Treatment in adults and children using a nebulizer

is 5–15 deep inhalations of a 0.5% isoproterenol HCl solution. Treatment is repeated

if necessary up to every 3–4 h (25).

2.3.1.6.2. Sublingual Treatment. In adults, isoproterenol HCl is given in doses

of 10–15 mg, three to four times/day. In children, the isoproterenol HCl is given in

doses of 5–10 mg, three times/day. The maximum dosage per day is 60 mg/d in adults

and 30 mg/d in children.

2.3.1.6.3. Intravenous Infusion. In adults, isoproterenol is given at a dose of

0.01–0.02 mg (0.5–1.0 mL of a 1:50,000 dilution) iv. Treatment is repeated if neces-

sary. It should be noted that with iv infusion, the individual’s cardiac functions should

be monitored closely. Treatment should be avoided in individuals receiving general

anesthesia with cyclopropane or halogenated hydrocarbon anesthetics.

2.3.1.6.4. Intramuscular (im) and Subcutaneous (sc) Treatment. The treatment

of ventricular arrhythmias secondary to AV block in adults is initially 0.2 mg isopro-

terenol HCl im, followed by 0.02–1 mg as needed. In adults, sc treatment is 0.2 mg

initially, followed by treatments of 0.15–0.2 mg as needed. Alternatively, treatment can

be given initially by iv bolus of 0.02–0.06 mg, followed by intermittent iv injections

of 0.01–0.2 mg (25).

2.3.1.6.5. Phenylpropanolamine (PPA; Acutrim®, Dexatrim®, Phenoxine®,

Phenyldrine®, Propagest®, Rhindecon®). This drug has been discontinued in the United

States. Note: Elderly patients appear to be more likely to have adverse reactions to sym-

pathetic amines.

PPA is a nonprescription sympathomimetic agent used as a nasal decongestant to

improve breathing by promoting the drainage of sinus passages, and as an appetite sup-

pressant for the short-term (6–12 wk) treatment of exogenous obesity. PPA has also been

used to treat urinary incontinence (non-FDA-approved use). PPA has been included

in cold/cough preparations and formulations for appetite suppression (13,15,25).

PPA acts as a CNS stimulant by acting directly on both �- and �-adrenoceptors

(� > �), as well as indirectly through the release of norepinephrine from its storage

sites in the nerve terminal. PPA causes vasoconstriction, and subsequently shrinking

swollen nasal mucous membranes. PPA also has an indirect effect on �-adrenoceptors

in the heart, producing tachycardia and increased blood pressure (13,15,25).

1. Oral dosage using immediate-release tablets or capsules. For adults and adolescents,

the dosage was 20–25 mg orally every 4 h, up to 150 mg/d. In children (6–11 yr) the

dosage was 10–12.5 mg orally every 4 h with a maximum of 75 mg/d. In younger chil-

dren (2–5 yr), the dosage for PPA was 6.25 mg orally every 4 h (37.5 mg/d maximum).

2. Oral dosage using extended-release capsules. In adults using the extended-release cap-

sules, the dosage was 75 mg orally every 12 h (25).

PPA was previously indicated as a short-term (6–12 wk) appetite suppressant for

treating exogenous obesity concomitantly with a weight loss program. The oral dosage
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(immediate-release tablets or capsules) in adults used to suppress appetites was 25 mg

orally three times daily (up to 75 mg/d). PPA was administered 30 min before meals

with one to two full glasses of water. Lower doses of 12.5 mg three times daily may be

used in individuals sensitive to sympathomimetics or other stimulants.

2.3.1.7. PROPRANOLOL (BETACHRON
®, INDERAL

®, INDERAL
® IV, INDERAL

® LA, PRONOL
™)

Propranolol is a nonselective �-adrenoceptor antagonist (�-blocker, �1 = �2 >>>

�) that reduces chronotropic, inotropic, and vasodilatory responses in a dose-dependent

manner. However, the correlation that exists between therapeutic effects, the concentra-

tion of propranolol in the plasma, and dose are unclear. Propranolol has a half-life of

approximately 4 h. In general, propranolol produces an antihypertensive effect possi-

bly by decreasing cardiac output, inhibiting the release of renin by the kidneys, and

reducing sympathetic outflow. An additional effect associated with propranolol is its

ability to reduce oxygen requirements of the heart through blocking the effects of �-

agonists, as well as possessing antiarrhythmic activity (13,15,25,63,79).

Oral administration of propranolol should be given in divided doses before meals

and at bedtime. The dose of the oral concentrate solution should be diluted in water

(or juice, etc.) prior to administration. Intravenous administration requires no dilu-

tion, but visual inspection of parenteral products should be made for particulate matter

and/or discoloration prior to administration. Electrocardiogram (EKG) and central

venous pressure during iv administration should not exceed 1 mg/min. In children, pro-

pranolol should be infused slowly over a period of 10 min. Propranolol is available as

follows: Inderal injection solution (1 mg/mL), Inderal long-acting capsules (60, 80,

120, 160 mg), and Inderal tablets (10, 20, 40, 60, 80 mg). Propranolol, as a doping

agent, would most likely have a negative effect on skeletal muscle hypertrophy. How-

ever, marksmen or other athletes who require a steady hand (25,63) favor it.

�2-Adrenoceptor antagonists such as propranolol (or the more �2-specific antag-

onist ICI-118,551) may provide antioxidant protection to the heart through blocking

�2-adrenoceptor agonist-induced oxidative damage (through increased force of con-

tractions) in individuals with congestive heart failure. Additionally, propranolol has

been found to provide a measure of protection in ethanol-induced cardiomyopathy, lower-

ing circulating levels of troponin-T-associated ethanol abuse. Thus, treatment with

propranolol prevents the ethanol-induced release of troponin-T (through ethanol-induced

oxidative damage). Propranolol antagonized the anabolic effects of albuterol and clen-

buterol when given at levels of 10 mg/kg body wt twice daily in rats.

2.3.1.8. TERBUTALINE (BRETHINE
®, BRETHINE

® SC, BRETHAIRE
®, BRICANYL

®)

Terbutaline is a �2-selective adrenoceptor agonists (�2 >> �1 >>>> �) used in the

treatment of acute bronchospasm, asthma, COPD, and as a tocolytic agent (note: this

is a non-FDA-approved indication). The stimulation of �2-adrenoceptors produces

relaxation of bronchial smooth muscle and subsequently increased bronchial airflow.

Terbutaline has a more prolonged bronchodilatory effect than either isoproterenol or

metaproterenol, but not as long as that of albuterol. Terbutaline has a greater cardiostim-

ulatory effect than albuterol (25).

Treatment with terbutaline or other �2-adrenoceptor agonists produces receptor

down-regulation and tolerance to treatment. Furthermore, the continuous use of �2-
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adrenoceptor agonists for a period of about 1 yr can accelerate a decline in pulmonary

function in asthmatics (55). Additionally, terbutaline produces cardiostimulation, but

to a lesser degree than isoproterenol (25).

2.3.1.8.1. Oral Treatment

1. Adults and adolescents (>15 yr). Treatment with 5 mg terbutaline orally three times/

daily every 6 h (15 mg/d maximum dose). Dosage may be reduced to 2.5 mg orally

three times daily if adverse effects occur (7.5 mg/d maximum dose).

2. Children (6–12 yr). Treatment with 0.05 mg terbutaline orally every 8 h. Subsequently,

the dosage is slowly increased to 0.15 mg/kg orally every 8 h (5 mg/d maximum).

Alternatively, the manufacturer recommends the oral dose to be 2.5 mg three times/d

(5 mg/d maximum).

2.3.1.8.2. Subcutaneous Treatment

1. Adults and adolescents. Initial treatment is 0.25 mg sc, repeated in 15–30 min if needed

(maximum dose is 0.5 mg in 4 h).

2. Children (6–12 yr). Initially, treat sc with 0.006–0.01 mg/kg terbutaline (maximum

dosage is 0.25 mg). Subsequently, repeat in 15–30 min if needed (4-h delay prior to

subsequent treatments).

2.3.2. Biosynthesis of Endogenous �
2
-Adrenoceptor Agonists

The rate-limiting enzyme in catecholamine synthesis is tyrosine hydroxylase, a cyto-

solic enzyme, which catalyzes the formation of L-dopa (3,4-dihydroxy-L-phenylalanine)

from the substrates tyrosine and oxygen. Biopterin is the cofactor for tyrosine hydroxy-

l-ase and may serve as a regulator controlling the velocity of the reaction. Another func-

tion of tyrosine hydroxylase is in production of additional tyrosine through the hydroxyla-

tion of phenylalanine (80). However, phenylalanine hydroxylase is the enzyme primary

enzyme responsible for the hydroxylation of phenylalanine (81). L-dopa is converted into

dopamine through the action of the enzyme dopa decarboxylase, a pyridoxine-depen-

dent enzyme, which removes the carboxyl group from dopa. Dopa decarboxylase, also

referred to as aromatic amino acid decarboxylase, can also act on 5-hydroxytryptophan

to form serotonin. Dopa decarboxylase is found in both catecholaminergic and sero-

tonergic neurons and nonneuronal tissues (e.g., kidney) throughout the body. Dopamine

is then acted on by the enzyme dopamine �-hydroxylase that hydroxylates the �-car-

bon on the ethylamine side chain forming norepinephrine. Both dopamine �-hydroxy-

lase and tyrosine hydroxylase are mixed function hydroxylase that use molecular oxygen.

However, unlike tyrosine hydroxylase that uses pyridoxine-PO4, dopamine �-hydroxy-

lase uses ascorbate and Cu2+ as cofactors. Also, the highest concentration of dopamine

�-hydroxylase is found in vesicles that store catecholamines. Further conversion of nor-

epinephrine to epinephrine takes place in a few neurons of the brain stem that utilize

epinephrine as a neural transmitter and in adrenal medullary cells that secrete epineph-

rine as the primary neurohormone. The soluble enzyme phenylethanolamine N-methyl-

transferase (PNMT) is the final step in the synthesis of epinephrine where it transferes

a methyl group from S-adenosylmethionine to the terminal amine group of norepineph-

rine. PNMT is regulated by corticosteroids (41,82).

2.3.3. Mechanism of Action (Fig. 10)

Epinephrine acts on both �1- and �2-adrenoceptors, stimulating adenylyl cyclase

through activating G stimulatory (GS) protein subunit coupling to the receptor, and
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subsequently increasing tissue cAMP levels (41,82,83). In turn, cAMP acts as a second

messenger to a number of metabolic pathways. One of the most important pathways is

the activation of cAMP dependent protein kinase, which upon activation phosphory-

lates a number of key proteins. The enzyme ornithine decarboxylase (ODC), which is

activated by cAMP, is the rate-limiting enzyme in the synthetic pathway of polyamines

(85–87). ODC has been identified as a potentially important link in the �-adrenoceptor

signal transduction pathway for inducing cardiac and skeletal muscle hypertrophy (59,

73,88). Other potential means by which �2-adrenoceptor agonists produce their ana-

bolic effects are unclear. This class of anabolic agents may be acting directly through the

stimulation of protein synthesis or through inhibiting the action of proteolytic enzymes.

One other effect that has been associated with the use of �2-adrenoceptor agonists is that

they (in particular clenbuterol) are repartitioning agents, by causing an increase in pro-

tein production and reducing fat accumulation. The mechanism of action for these effects

is again unclear.

It should be noted that �2-adrenoceptor agonists appear to be more effective in

attenuating disuse-induced skeletal muscle atrophy in predominately fast-twitch (Type

II) muscles (e.g., extensor digitorum longus [EDL], plantaris, pectineus) than in predom-

inantly slow-twitch (Type I) muscles (e.g., adductor longus [ADL] or soleus). Effects

on mixed-fiber-type muscles such as the gastrocnemius are intermediate. In exercised

rat models, treatment with �2-adrenoceptor agonists produces increased muscle mass in

all muscles, but their greatest effects were on predominately fast-twitch muscles (58,59,61).

Fig. 10. One possible pathway for �2-adrenoceptor signal transduction involved with
skeletal muscle hypertrophy and atrophy. Note: Spermine may also help resist muscle
atrophy by providing a measure of antioxidant protection as it to increases with �2-adre-
noceptor stimulation.
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2.3.4. Metabolism (Fig. 11)

The enzymes MAO and COMT primarily accomplish the metabolism of cate-

cholamines to their inactive forms. These enzymes are distributed extensively through-

out the body with MAO located in the outer membrane of mitochondria and COMT

on the outer plasma membranes of nearly all cells. In particular, MAO oxidatively

deaminates catecholamines to their respective aldehydes, which are acted on in turn

by aldehyde dehydrogenases that convert the aldehydes to their analogous acids. MAO

acts on free catecholamines within the nerve terminal and not on those stored within

vesicles. However, marked increases in deaminated metabolites can be caused by drugs

that interfere with catecholamine storage (e.g., reserpine) or by indirect-acting sym-

pathomimetics (e.g., amphetamines). Additionally, MAO is found in the gut and liver

to metabolize ingested indirect sympathomimetics (e.g., tyramine and phenylethyl-

amine) found in foods. Inpatients treated with MAO inhibitors can potentially be at risk

of suffering severe hypertensive crisis when eating foods rich in tyramine. Additionally,

as was stated previously in the section under chemistry, a substitution with a methyl

group on the �-carbon would block deamination by MAO, as is the case with ampheta-

mine. The enzyme COMT is responsible for acting on extra-neuronal catecholamines by

Fig. 11. The biosynthesis of catecholamines in nerve terminals of catecholaminergic
neurons. Tyrosine hydroxylase is the rate limiting in the synthesis of catecholamines and
is subject to fed-back inhibitory controls by norepinephrine. Corticosteroids induce the
synthesis of PNMT in the presence of Mg and S-adenosylmethionine. The metabolism
of catecholamines is primarily carried out by the enzymes monoamine oxidase (MAO)
and catechol-O-methyltransferase (COMT). MAO-A is responsible for metabolizing pri-
marily deaminates norepinephrine and serotonin, whereas MAO-B is more nonspecific
for phenylethylamines. COMT is found on the outer plasma membranes in virtually all
cells throughout the body. COMT methylates any catechol group it interacts with.
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transferring a methyl group from a cosubstrate, S-adeno-sylmethionine, to the hydroxyl

group located at position 3 on the phenyl ring (41,82).

2.4. Toxicology: Contraindications and Adverse Reactions

2.4.1. Contraindications

Sympathomimetic drugs are sold as prescription only and/or are considered as

drugs of abuse, as in the case of the amphetamines and cocaine. In general, these drugs

are categorized as: pregnancy category C, Schedule C-II controlled substances (amphet-

amines, cocaine). The NCAA, USOC, and IOC (6,25) ban them. Clenbuterol, cimate-

rol, fenoterol, mabuterol, and procaterol are not approved for human use in the United

States. Clenbuterol is prohibited for use in food animals (bovine, swine, etc). How-

ever, of all these �2-adrenoceptor agonists, clenbuterol is the agent most likely to be

encountered.

2.4.1.1. ALBUTEROL

Albuterol is contraindicated in cases of: women who are breast-feeding, cardiac

arrhythmias, cardiac disease, children, coronary artery disease, diabetes mellitus, elderly,

hypertension, hyperthyroidism, pheochromocytoma as a result of hypersensitivity to

sympathomimetics, pregnancy, seizure disorders (history of seizures), and tachycardia.

2.4.1.2. AMPHETAMINES (AMPHETAMINE AND METHAMPHETAMINE)

Amphetamine/methamphetamine are contraindicated in cases of advanced arterio-

sclerosis, agitated states, during or within 14 d of MAO inhibitors, glaucoma, history

of drug abuse, hyperthyroidism, moderate to severe hypertension, and symptomatic

cardiovascular disease.

2.4.1.3. CLENBUTEROL (EQUINE)

In the United States, clenbuterol is not approved for human use. In horses, it is

contraindicated for use in pregnant mares that are near to term, horses suspected of

having cardiovascular impairment due to the likelihood of tachycardia, and antagonizes

the effects of oxytocin and prostaglandin F2-�.

2.4.1.4. COCAINE

Cocaine is a Schedule C-II controlled substance and its use is by prescription only.

Cocaine is contraindicated in cases of women who are breast-feeding, cardiac arrhyth-

mias, cardiac disease, cerebrovascular disease, children, coronary artery disease, elderly,

hepatic disease, hypertension, infection, pseudocholinesterase deficiency, pregnancy,

seizure disorders (history of seizures), thyrotoxicosis, and Tourette’s syndrome. Cocaine

should not be used in children under 6 yr in age.

2.4.1.5. DOBUTAMINE

Dobutamine is contraindicated in cases of when individuals are experiencing

angina, atrial fibrillation, acute myocardial infarction, cardiac arrhythmias, cardiac or

coronary disease, children, elderly, hypovolemia, idiopathic hypertrophic subaortic sten-

osis, neonates, pregnancy, and sulfite hypersensitivity.
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2.4.1.6. ISOPROTERENOL

Isoproterenol is contraindicated in cases when angina, asthma, atrial fibrillation,

atrial flutter, breast-feeding, cardiac arrhythmias, cardiac disease, children, coronary

artery disease, corticosteroid therapy, diabetes mellitus, digitalis toxicity, elderly, hyper-

tension, hyperthyroidism, hypoxemia, metabolic acidosis, pheochromocytoma, preg-

nancy, respiratory acidosis, sulfite hypersensitivity, tachycardia, thyroid disease, ven-

tricular fibrillation, and ventricular tachycardia.

2.4.1.7. PHENYLPROPANOLAMINE

The use of PPA has been discontinued in the United States and is banned by the

IOC. PPA is contraindicated in cases of acute myocardial infarction, angina, women

who are breast-feeding, cardiac arrhythmias and disease, cardiomyopathy, children, closed-

angle glaucoma, coronary artery disease, diabetes mellitus, elderly, females, glaucoma,

heart failure, hypertension, hyperthyroidism, infants, myocardial infarction and heart

failure, pregnancy, prostatic hypertrophy, renal impairment and failure, substance abuse,

tachycardia, and urinary retention.

2.4.1.8. PROPRANOLOL (INDERAL
®)

The NCAA, USOC, and the IOC (6,25) have banned the use of �2-adrenoceptor

blockers. Propranolol is contraindicated in cases of bronchial asthma, cardiogenic shock,

congestive heart failure (except when failure is secondary to tachyarrhythmia treat-

able with propranolol), and sinus bradycardia. It has been reported that in some patients

lacking a history of heart failure, the continued use of �-adrenoceptor antagonists can

potentially result in cardiac failure. Furthermore, in cases of congestive heart failure,

use of �-adrenoceptor antagonists may be contraindicated because sympathetic stimula-

tion may be essential for supporting circulatory function.

2.4.1.9. TERBUTALINE

Terbutaline is contraindicated in cases where women are breast-feeding, cardiac

arrhythmias, cardiac and coronary artery diseases, children, diabetes mellitus, elderly,

hypertension, hyperthyroidism, pheochromocytoma, pregnancy, seizure disorder, sei-

zures, and tachycardia.

2.4.2. General Adverse Reactions

Adverse effects associated with use of �2-adrenergic agonists such as albuterol,

clenbuterol, and isoproterenol can lead to severe CNS disturbances that include dizzi-

ness, headaches, insomnia, nervousness, syncope, tremor, and weakness. Additionally,

they can also affect the cardiovascular system by causing angina, bradycardia, excita-

bility, hyperkinesis, hypertension, hypotension, muscle cramps, palpitations, sinus tachy-

cardia, and ventricular arrhythmias. As a group, �2-adrenergic agonists can also cause

dry mouth, alteration of taste, as well as GI symptoms that include nausea, vomiting,

and heartburn. Furthermore, this class of drugs can also have adverse effects on the res-

piratory system that includes coughing, dyspnea, pulmonary edema, and bronchospasms.

Bronchospasms arise from the action of the “inactive” (+)-S enantiomer. Other gen-

eral adverse effects include dermatitis, diaphoresis, flushing, pallor, rash, pruritus, and

urticaria (25,60).
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2.4.3. Specific Adverse Effects of Selected �
2
-Adrenoceptor Agonists

2.4.3.1. ALBUTEROL (SALBUTAMOL
™)

Albuterol’s adverse reactions are dose dependent and occur more commonly

with oral (tablets or syrup) rather than aerosol or inhalation administration. When albu-

terol is taken orally, the most common adverse effects are tremor (10–20%) and anxiety

(9–20%). Other adverse effects include those listed in section under general adverse

reactions. These reactions can include: angina, angioedema, anxiety, arrhythmia exacer-

bation, bronchospasm, cough, diaphoresis, diarrhea, dizziness, drowsiness, dyspepsia,

epistaxis, excitability, fever, flushing, headache, hoarseness, hostility, hyperglycemia,

hyperkinesis, hypertension, hypokalemia, insomnia, irritability, maculopapular rash, mus-

cle cramps, nausea/vomiting, nightmares, palpitations, peripheral vasodilation, pharyn-

gitis, rash (unspecified), restlessness, rhinitis, sinus tachycardia, throat irritation, tremor,

urinary retention, and urticaria (25,63).

When albuterol is administered through inhalation aerosols, the most common

adverse effects include palpitations, sinus tachycardia, anxiety, tremor, and increased

blood pressure that occasionally result in hypertension. Other adverse effects that can

be associated with inhalation aerosols include nausea/vomiting, throat irritation, dys-

pepsia, insomnia, headache, epistaxis, cough, dizziness, nightmares, and hostility. Infre-

quently cases of urticaria, angioedema, maculopapular rash, bronchospasm, hoarseness,

and oropharyngeal edema might also be observed with inhalation aerosols. However,

the adverse effects associated with the use of the pure (�)-R enantiomer, levalbuterol

(0.63- or 1.25-mg doses), are nervousness, tremor, and rhinitis. In children (6–11 yr old),

the adverse effects associated with levalbuterol include accidental injury, asthma (broncho-

spasm), diarrhea, fever, headache, pharyngitis, rash, and rhinitis. It should be noted that

many of the adverse effects associated with the use of albuterol could be attributed to

the (+)-S enantiomer (62).

2.4.3.2. AMPHETAMINES (AMPHETAMINE, DEXTROAMPHETAMINE, AND METHAMPHETAMINE)

Although amphetamines are not anabolic agents, they are frequently used as dietary

aids or as performance enhancers (increased alertness, etc.). Adverse reactions to amphet-

amines can include: anorexia, constipation, diarrhea, dizziness, dyskinesia, dysphoria,

euphoria, hypertension, impotence, insomnia, over stimulation, palpitations, restlessness,

sinus tachycardia, weight loss, and xerostomia (25).

2.4.3.3. CLENBUTEROL

When taken in normal dosages (human), clenbuterol is well tolerated. Clenbuterol

is used in humans for treating chronic obstructive airway disease at doses of 10–20 µg

twice daily. In a study conducted with healthy human subjects, no adverse cardiovas-

cular effects were observed and respiratory functions improved.

Clenbuterol is also used to treat horses (tocolysis and respiratory ailments) and

cattle (tocolytic agent). Use of clenbuterol can potentially result in CNS disturbances

that include headache, insomnia, nervousness, palpitations, restlessness, syncope, distal

tremor, and weakness. When taken in high doses or on a chronic basis, adverse effects

can include hypoglycemia, hypokalemia, hypomagnesemia, hypophosphatemia, and leu-

cocytosis, palpitations, tachypnea-dyspnea, sinus tachycardia, ventricular arrhythmias,
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and hypertrophy (53,60). Additionally, clenbuterol was found to block epinephrine-

induced inhibition of insulin-stimulated glucose uptake in rat skeletal muscles. When

given in very high doses (carcinogenic study, 25 mg/kg/body wt) to Sprague Dawley

rats, no carcinogenicity was found. However, cardiac hypertrophy was observed in a

dose-dependent manner.

Acute toxicity has been observed in subjects who ate livers (clenbuterol accumu-

lates in liver) from cattle treated with clenbuterol. Clinical symptoms were distal tremors,

headache, moderate hyperglycemia, hypokalemia, leucocytosis, palpitations, and tachy-

pnea-dyspnea. Following 3–5 d the symptoms disappeared.

2.4.3.4. COCAINE

Although cocaine is not an anabolic agent, it is frequently used as a recreational

drug in combination with androgens and potentially �2-adrenoceptor agonists. Cocaine

is a Schedule C-II controlled substance that is addictive. In general, cocaine toxicity

can occur in three stages: early stimulation, advanced stimulation, and depression. Higher

doses normally lead to progression to more advances stages of toxicity. Cocaine used

in doses of 20 mg can lead to adverse reactions, whereas doses of 1.2 g are known to

be fatal (25).

Adverse reactions to cocaine use can include: abdominal pain, agitation, agnosia,

anxiety, apnea, bowel ischemia, cardiac arrest, Cheyne-Stokes respiration, confusion,

delirium, diaphoresis, dizziness, emotional lability, exophthalmos, fecal incontinence,

hallucinations (can be auditory, gustatory, olfactory, or visual), headache, hyperreflexia,

hypertension, hyperthermia, hyporeflexia, intracranial bleeding, irritability, muscle

paralysis, mydriasis, myoglobinuria, nasal congestion, nausea/vomiting, premature

labor, psychosis, pulmonary edema, renal tubular obstruction, restlessness, rhabdomy-

olysis, rhinitis, seizures, septal perforation, serotonin syndrome, sinusitis, spontaneous

abortion, tachypnea, tremor, urinary, and incontinence.

As a consequence of cocaine use, serious adverse cardiac effects can occur that

include: (a) early-stage effects, which can include hypertension, premature ventricular

contractions (PVCs), generalized vasoconstriction, ventricular tachycardia, and sinus

bradycardia when used in low doses; (b) advanced-stage adverse effects, which include

cardiac arrhythmias (e.g., ventricular tachycardia and ventricular fibrillation), myocar-

dial ischemia and/or infarction, and ultimately congestive heart failure; and (c) late-

stage depressive cardiovascular effects, which include cardiac arrest and circulatory

collapse. Concomitant use of cocaine with other CNS stimulants can result in an inordi-

nate degree of anxiety, irritability, seizures, and/or cardiac arrhythmias.

2.4.3.5. DOBUTAMINE

Adverse effects attributed to the use of dobutamine (�1 and �2-adrenergic agonist,

where �1 >> �2) are similar to the other sympathomimetic drugs. These effects are usu-

ally transient and unless they become intolerable, medical treatment is not required.

Adverse effects normally associated with the use of �-adrenoceptor agonists include:

angina, dyspnea, fatigue, headache, hypertension, hypokalemia, hypotension, injection

site reaction (local phlebitis), nausea/vomiting, palpitations, paresthesias, phlebitis, PVCs,

and sinus tachycardia. Except for a possible persistent tachycardia, these adverse effects

are normally short-lived. In addition, terbutaline can cause metabolic disturbances that
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include hyperglycemia and hypokalemia, especially at high doses. Infrequently, the

use of terbutaline has been reported to cause seizures. However, seizures cease upon

the withdrawal of treatment. Infrequently, dobutamine might cause electrolyte distur-

bances that could result in serious adverse cardiac effects (25).

2.4.3.6. ISOPROTERENOL

Isoproterenol’s adverse reactions are dose dependent. Adverse effects associated

with the CNS include anxiety, diaphoresis, dizziness, headache, insomnia, lightheaded-

ness, mild tremor, restlessness, and weakness. Normally these reactions are transient

and do not require medical attention, unless they become prolonged. Chronic use of iso-

proterenol over long periods can result in tolerance to the drug effect. It is recommended

that if this occurs alternative therapy should be initiated. Additionally, hypersensitivity

responses have been reported in individuals with sulfite allergies when they use iso-

proterenol formulations containing sulfite (25,63).

Adverse effects associated with the cardiovascular system include cardiac arrhyth-

mias, heart failure, myocardial infarction, sinus tachycardia, and ventricular arrhyth-

mias (ventricular tachycardia). Also, proarrhythmias can result from drugs that sensitize

the myocardium to arrhythmias (e.g., other sympathomimetics or antiarrhythmic agents)

or due to a precondition that results from electrolyte imbalances (e.g., hypomagnesemia,

hypokalemia, or hyperkalemia). In children receiving intravenous infusions (rates of

0.05–2.7 mg/kg/min) of isoproterenol to treat refractory asthma, clinical deterioration,

myocardial infarction (necrosis), congestive heart failure, and death has been reported.

Furthermore, factors such as acidosis, hypoxemia, and the coadministration of cortico-

steroids or methylxanthines (e.g., theophylline, aminophylline, or theobro-mine) appear

to increase the risks of cardiac toxicity.

Other adverse effects associated with oral inhalation of isoproterenol may include

bronchial irritation, edema, cough, and oropharyngeal dryness. Isoproterenol when taken

either orally or by inhalation can also cause GI disturbances such as nausea and vomit-

ing. On occasion isoproterenol can cause a reddish discoloration of the saliva when taken

either sublingually or by inhalation. The red color does not indicate any harmful effect

of the medication or loss of potency, but is the result of oxidation.

2.4.3.7. PHENYLPROPANOLAMINE (PPA)

The use of PPA has been discontinued in the United States. Adverse effects asso-

ciated with the use of PPA can include: angina, exacerbated arrhythmia, diaphoresis,

dysuria, hypertension, interstitial nephritis, intracranial bleeding, mydriasis, myocar-

dial infarction, nausea and vomiting, palpitations, premature atrial contractions (PACs),

PVCs, unspecified renal failure, restlessness, rhabdomyolysis, sinus tachycardia, stroke,

tachypnea, and xerostomia. In addition, since PPA is a sympathomimetic, it can pro-

duce CNS stimulatory effects that can include anorexia, anxiety, dizziness, hallucina-

tions, headache, insomnia, irritability, psychosis, restlessness, and seizures. These effects

are commonly associated with excessive use, overdosage, and substance abuse. Further-

more, the elderly appear to have an increased sensitivity to the CNS stimulatory effects

of PPA compared with younger individuals (25,63).

PPA has often been used as a dietary aid and the potential for misuse is very high.

When PPA is used in higher than recommended doses (overdose) or in combination
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with monoamine oxidase inhibitors (MAOIs) or caffeine, hypertension or a hyperten-

sive crisis may result. Signs of hypertension could include severe headache, intracranial

bleeding, and stroke (nonfatal and fatal). In particular, intracerebral and/or subarach-

noid hemorrhage has been well documented with the use of PPA and PPA products (for-

mulations for cough-cold combinations and appetite suppressants). In the Yale Hem-

orrhagic Stroke Project (25), the FDA was unable to predict who (based on age, race,

sex, etc.) was at risk of stroke. However, it was noted that females were significantly at

risk.

2.4.3.8. PROPRANOLOL

In general, the adverse effects associated with the use of propranolol are tran-

sient and mild, and usually are the result of the drug’s therapeutic effects. Bradycar-

dia and hypotension are mild adverse cardiovascular effects associated with propranolol

that can be treated with iv atropine if necessary. Adverse cardiovascular effects of a

more serious nature effects can include AV block and heart failure. Propranolol can

have adverse effects on the GI system by causing diarrhea, nausea, and vomiting. Other

adverse reactions can include alopecia, bronchospasm, diabetes mellitus, exfoliative

dermatitis, fatigue, hallucinations, hyperglycemia, hypertriglyceridemia, hypoglycemia

by interfering with glycogenolysis, hypotension, impotence, libido decrease, musculo-

skeletal pain, myalgia, nightmares, pruritus, skin hyperpigmentation, and xerosis (25,63).

Propranolol has been shown to mask the signs of hypoglycemia (e.g., tachycardia,

palpitations, and tremors) and can result in a prolonging (or enhancing) of hypoglyce-

mia through interfering with glycogenolysis.

2.4.3.9. TERBUTALINE

Adverse effects attributed to the use of terbutaline are similar to the other sym-

pathomimetic drugs. These effects are usually transient and unless they become intoler-

able, medical treatment is not required. Adverse effects normally associated with the

use of �-adrenoceptor agonists include: angina, anxiety, arrhythmia, diaphoresis, dizzi-

ness, drowsiness, dyspnea, headache, hypokalemia, lethargy, muscle cramps, nausea/

vomiting, palpitations, PVCs, restlessness, seizures, sinus tachycardia, tremor, and

xerostomia. Except for a possible persistent tachycardia, these adverse effects are nor-

mally short-lived. In addition, terbutaline can cause metabolic disturbances that include

hyperglycemia and hypokalemia, especially at high doses. Infrequently, the use of ter-

butaline has been reported to cause seizures. Once terbutaline has been withdrawn,

seizures stop (25).

2.5. Mechanisms of Interactions

2.5.1. The Following Classes of Drugs

May Interact with �
2
-Adrenoceptor Agonists

and Other Sympathomimetics When Administered Concurrently

It has been discussed that �2-adrenoceptor agonists are commonly used in very

high concentrations in combination with androgen cocktails. Furthermore, to render

greater anabolic effects �-adrenoceptor agonists may be used in conjunction with HGH,

as well as IGF-1 as well as nutritional supplements (25,63).
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Although the amphetamines and cocaine are sympathomimetic agents, they are not

�2-adrenoceptor agonists. Additionally, they have been used as performance enhancers

and are Schedule C-II controlled substances that have been banned by both the IOC

and USOC.

2.5.1.1. ANDROGENS

The synergistic effects of clenbuterol and anabolic steroids appear to cause myo-

cardial infarctions, potentially resulting from coronary spasms. In laboratory animals,

there is little information on the anabolic interactions taking between the �-2-adren-

ergic agonists clenbuterol and salbutamol and the androgens. Clenbuterol had no effect

on blood testosterone levels. However, treatment with dobutamine (�1-adrenoceptor

agonist) caused increases in blood testosterone levels.

2.5.1.2. AMPHETAMINES

Concomitant use of amphetamines with other sympathomimetics (e.g., �2-adreno-

ceptor agonists, cocaine, ephedrine, norepinephrine, pseudoephedrine) can cause exces-

sive cardiovascular or CNS stimulation. Furthermore, the use of amphetamines in the

presence of other sympathomimetics and cardiac glycosides (e.g., digoxin) can result

in increased blood pressure, cardiac arrhythmias, and heart rate.

The use of amphetamines with �-adrenoceptor antagonists such as propranolol

or ophthalmic �-adrenoceptor antagonist solutions can produce unopposed �-adrener-

gic activity. Through increased �-adrenergic activity, an increase in blood pressure,

bradycardia, or heart block could occur. Other substances that can interact with amphet-

amines include:

Guanethidine: Causes a decrease in guanethidine’s antihypertensive effects.

MAOIs: Can cause an increase in the pressor response of amphetamines through causing

the release of norepinephrine.

Tricyclic antidepressants: Concomitant use of tricyclics with amphetamines can decrease

the effects of amphetamines.

Urinary acidifiers: Concomitant use of urinary acidifiers with amphetamines decreases

the half-life of amphetamines, thereby shortening the clinical effects.

Urinary alkalinizers: Concomitant use of urinary alkalinizers with amphetamines increases

the half-life of amphetamines, thereby prolonging the clinical effects.

2.5.1.3. AMPHOTERICIN B

The interaction of Amphotericin B with �2-adrenoceptor agonists such as isopro-

terenol can increase the risk of developing arrhythmias by causing hypokalemia and

hypomagnesemia.

2.5.1.4. ANTIHYPERTENSIVE AGENTS

There is a potential for decreasing the effectiveness of antihypertensive therapy

with concomitant use of �2-adrenoceptor agonists.

2.5.1.5. CARDIAC GLYCOSIDES

The risk of developing cardiac arrhythmias is significantly increased with the con-

comitant use of �2-adrenoceptor agonists and cardiac glycosides.
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2.5.1.6. COCAINE

Briefly, the concomitant use of cocaine with other sympathomimetics (e.g., �2-

adrenoceptor agonists, cocaine, ephedrine, norepinephrine, pseudoephedrine) can cause

excessive cardiovascular or CNS stimulation. Furthermore, the use of cocaine in the

presence of other sympathomimetics and cardiac glycosides (e.g., digoxin) can result

in increased blood pressure, cardiac arrhythmias, and heart rate. The use of cocaine con-

comitantly with tricyclic antidepressants, cardiac glycosides, or levodopa can increase

the risk of developing cardiac arrhythmias. The simultaneous use of cocaine with cho-

linesterase inhibitors can reduce cocaine’s metabolism and increase the risk of cocaine

toxicity. Because cocaine stimulates a generalized adrenergic response, it can interact

with many drugs in a fashion similar to that of �2-adrenoceptor agonists (e.g., nitrates,

MAOIs, halogenated anesthetics).

2.5.1.7. CORTICOSTEROIDS

The interaction of corticosteroids with �2-adrenoceptor agonists such as isoproter-

enol can increase the risk of developing arrhythmias by causing hypokalemia.

2.5.1.8. ENTACAPONE

The combined use of drugs metabolized by COMT such as isoproterenol and enta-

capone could result in an increase in heart rates, possibility for arrhythmias, and inordi-

nate changes in blood pressure.

2.5.1.9. ERGOT ALKALOIDS

The interaction of ergot alkaloids with �2-adrenoceptor agonists such as isoproter-

enol can cause peripheral vasoconstriction and increased cardiac output that leads to

an increase in blood pressure.

2.5.1.10. GENERAL ANESTHETICS

The concomitant use of general anesthetics (hydrocarbon derivatives such as

cyclopropane, isoflurane, halothane) with �1- and �2-adrenoceptor agonists significantly

increases the potential for the development of lethal cardiac arrhythmias. This is true for

most �-adrenoceptor agonists including albuterol, dobutamine, terbutaline, and especi-

ally isoproterenol.

2.5.1.11. GINGER, ZINGIBER OFFICINALE

Results from in vitro investigations suggest that there is a possible interaction that

may occur between ginger, Zingiber officinale, and �2-adrenoceptor agonists. This

interaction might result in an additive positive inotropic effect. However, there are no

clinical data available to substantiate this observation.

2.5.1.12. GUANETHIDINE

The concomitant use of guanethidine and dobutamine could result in a potentia-

tion of dobutamine’s pressor, thereby resulting in hypertension and arrhythmias.

2.5.1.13. INSULIN

The interaction of insulin and glucose with �2-adrenoceptor agonists such as iso-

proterenol can increase the risk of developing arrhythmias by causing hypokalemia.
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2.5.1.14. LEVODOPA

Isoproterenol can increase the risk of proarrhythmia if administered with levodopa.

2.5.1.15. LOOP DIURETICS

The interaction of loop diuretics with �2-adrenoceptor agonists such as isoproter-

enol can increase the risk of developing arrhythmias by causing hypomagnesemia.

2.5.1.16. MAOIS

The concomitant use of �2-adrenoceptor agonists with MAOIs or drugs that pos-

sess MAOI activity (e.g., furazolidone, linezolid, and procarbazine) can result in severe

cardiovascular effects that can result in severe hypotension (albuterol) or a prolonging

and intensification of the cardiac stimulatory and vasopressor effects associated with

isoproterenol (isoprenaline). Terbutaline’s effects on the vascular system have also been

reported to increase in the presence of MAOIs. Other MAOIs such as phenelzine and

tranylcypromine possess amphetamine-like activity that results in the release of norepi-

nephrine. The combination of these MAOIs with isoproterenol can exacerbate isopro-

terenol’s �-adrenergic effects and subsequently lead to severe cardio- and cerebrovas-

cular responses. It is recommended that a 14-d washout period be allowed between

the use of these types of drugs.

2.5.1.17. NITRATES

Treatment with �2-adrenoceptor agonists can compromise the antianginal effects

of nitrates on the myocardium. Increased oxygen demands can be placed on the myo-

cardium with �2-adrenoceptor agonists such as albuterol, clenbuterol, isoproterenol,

and terbutaline. Using �2-adrenoceptor agonists in patients requiring antianginal therapy

can counteract the therapeutic activity of nitrates.

2.5.1.18. PENICILLINS

The interaction of some penicillins (e.g., as piperacillin or mezlocillin when admin-

istered in high doses) with �2-adrenoceptor agonists such as isoproterenol can increase

the risk of developing arrhythmias by causing hypokalemia.

2.5.1.19. SYMPATHOMIMETICS

In general, the use of �2-adrenoceptor agonists along with other sympathomi-

metics or CNS stimulants can result in the release in endogenous catecholamines and

produce additive effects that can result in CNS or cardiovascular toxicity. The use of �-

adrenoceptor agonists with cocaine can intensify cocaine’s effects.

2.5.1.20. THEOPHYLLINE, AMINOPHYLLINE

Although clinically methylxanthines and �2-adrenoceptor agonists are routinely

used together, it should be noted that there is an increase risk of additive CNS stim-

ulation, with sensations of tremor or nervousness. Additionally, the interaction of �2-

adrenoceptor agonists with methylxanthine derivatives such as caffeine, theophylline,

aminophylline, or theobromine, could potentially lead to an increase in adverse reac-

tions including myocardial infarction, congestive heart failure, and death.

2.5.1.21. THIAZIDE DIURETICS

The interaction of some thiazide diuretics with �2-adrenoceptor agonists such as

isoproterenol can increase the risk of developing arrhythmias by causing hypokalemia.
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2.5.1.22. THYROID HORMONES

The concomitant use of �2-adrenoceptor agonists with thyroid hormones can result

in an intensification of either drug effects on the cardiovascular system. The combined

use of these drugs could result in a further risk of coronary insufficiency in patients suf-

fering from coronary artery disease.

2.5.1.23. TRICYCLIC ANTIDEPRESSANTS AND MAPROTILINE

Since maprotiline, a tetracyclic antidepressant, inhibits the reuptake of norepineph-

rine at the neuronal membrane. The result of this interaction would be an exacerbation

of �- and �-adrenoceptor agonist activities that could lead to peripheral vasoconstric-

tion and a subsequent increase in blood pressure, arrhythmias, and hyperpyrexia.

3. CYCLOFENIL

Cyclofenil, though not an anabolic/androgenic steroid, acts as an antiestrogen and

increases testosterone production. It is a weak/mild estrogen receptor antagonist (84,89).

3.1. Pharmacology and Kinetics

3.1.1. Drug Usage: Preparations and Routes of Administration

When the athlete is trying to obtain a harder appearance, cylcofenil is used either

during steroid treatment, after the treatment, or before competitions with doping tests.

The dosage used lies between 400 and 600 mg/d, and below this, the results are poor. It

takes a period of 1 wk to begin to see effects. Athletes report strength gains, an increase

in energy, and faster regeneration.Cyclofenil is not readily available, but can be found

in other countries under the trade names listed in Table 8.

3.1.2. Mechanism of Action

Cyclofenil weakly interacts with estrogen receptors, thus antagonizing estrogen’s

ability to bind to the receptor.

3.2. Toxicology: Contraindications and Adverse Reactions

3.2.1. Contraindications

It is ineffective among women.

Table 8
Trade Names for Cyclofenil

Trade Name Dose Available Manufacturer Country

Fertodur (OTC) 200 mg tab. Schering D, CH, I

Fertodur 200 mg tab. Schering PT, GR, TK, M

Neoclym 200 mg tab. Poli I

Ondogyne (OTC) 400 mg tab. Roussel F

Rehibin 100 mg tab. Serono GB

Sexovid 100 mg tab. Teikiku Zoki J

Sexovid (OTC) 100 mg tab. Leo ES

OTC = over the counter.
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3.2.2. Adverse Reactions

The following adverse reactions have been reported during use: light acne, hot

flashes. When cyclophenil is discontinued, some athletes report a depressed mood and a

slight decrease in physical strength. In addition, those who take cyclofenil as an anti-

estrogen during steroid treatment could experience a rebound effect when the com-

pound is discontinued.

3.3. Mechanisms of Interactions

Cyclofenil is used in combination with steroid treatment to obtain a harder appear-

ance. This combination maintains a low estrogen level with lower water retention and

less gynecomastia.

4. HUMAN GROWTH HORMONE

Human growth hormones (HGH) include the following: somatotropin; Genotropin®,

Humatrope®, Norditropin®, Nutropin®, Saizen®, Serostim®, Tev-Tropin™, Biotropin®,

Nutropin Depot™, Nutropin® AQ. HGH is secreted by the pituitary gland and is a heter-

ogeneous mixture of peptides. It stimulates normal skeletal, connective tissue, muscle,

and organ growth in children and adolescents (25).

HGH has been purified and is produced by recombinant DNA technology. It is

produced from either a mammalian cell line (mouse C127) or Escherichia coli. Its amino

acid sequence and structure are identical to the dominant form of human pituitary growth

hormone. Prior to the mid-1980s, growth hormone was obtained from human cadavers.

Today, several somatotropin products are available in either normal or long-acting ex-

tended-release forms.

4.1. Pharmacology and Kinetics

4.1.1. Drug Usage: Preparations and Routes of Administration

In both children and adults, somatotropin or its analogs are administered as injec-

tables to treat various growth failures due to growth hormone deficiency, chronic renal

disease, Prader-Willi syndrome or Turner’s syndrome, and cachexia or AIDS wasting.

Several somatotropin products are available (listed above) that are normal or long-

acting extended-release forms (i.e., Nutropin Depot™). These extended-release forms

involve insertion of micronized particles of somatotropin into microspheres.

Somatotropin is administered by either intramuscular or subcutaneous injection. In

normal males, the mean half-life of intravenous somatotropin is 0.6 h, whereas via sub-

cutaneous or intramuscular routes, the half-life is 1.75 and 3.4 h, respectively. Slower

absorption of the drug after subcutaneous or intramuscular administration is responsi-

ble for the longer half-lives. Approximately 20% of circulating somatotropin is bound

to growth hormone-binding protein. Bioavailability after subcutaneous administra-

tion ranges between 70 and 90%. Little excretion of the compound occurs via urine (25).

The depot form of the drug has a bioavailability that ranges for 30–55% depending

on the dosing regimen. Once released from the microspheres, the kinetics are the same

as somatotropin formulated for daily administration. Serum growth hormone levels above

1 mg/L persist for 11–14 d following single doses of 0.75–1.5 mg/kg (25).
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The pharmacokinetics is similar in children and adults and not affected by gender.

In individuals with renal or hepatic insufficiency, there is a decreased clearance of the

drug.

For treatment of growth failure or growth hormone deficiency, children would

typically receive 0.16–0.24 mg/kg/wk subcutaneously divided into seven equal daily

injections. For adults, the dosage would be a maximum of 0.006 mg/kg/d subcutane-

ously. For depot forms, the dosage for children typically would be 1.5 mg/kg subcuta-

neously on the same day each month or 0.75 mg/kg twice each month on the same two

days (i.e., Days 1 and 15). For patients over 45 kg, twice-per-month dosing is recom-

mended. Dosage and administration would be adjusted for individual patients.

For treatment of AIDS wasting, daily bedtime subcutaneous injections of Serostim

for adults are given as follows: 6 mg for individuals greater than 55 kg body wt, 5 mg

for 45–55 kg, 4 mg for 35–45 kg, and 0.1 mg/kg for less than 35 kg.

In body building, “HGH enhancers” are used to raise HGH levels. These over-the-

counter supplements can contain cow’s colostrum (rich in growth factors, i.e., growth

hormone and IGF-1, immune factors, etc.) or an herbal extract of Tribulus terrestris

(which stimulates production of luteinizing hormone [LH], testosterone, follicle-stimu-

lating hormone [FSH], and estradiol) (25).

In addition, under conditions such as acromegaly where HGH levels are elevated,

somatostatin analogs (inhibitors of growth hormone release) such as octreotide (i.e.,

Sandostatin or Sandostatin Lar Depot) are used.

4.1.2. Biosynthesis of Endogenous Human Growth Hormone

HGH is secreted from the pituitary gland and is a heterogeneous mixture of pep-

tides. The principal form is a 191 amino acid polypeptide with a molecular mass of 22

kDa. Growth hormone secretion is pulsatile and occurs in discrete bursts. This release

is enhanced by growth hormone-releasing hormone and reduced by somatostatin, both

of which bind to receptors. In addition, stimulators of growth hormone release include

dopamine, serotonin, �-adrenergic agonists, whereas inhibitory factors include �-adren-

ergic agonists, IGF-1 and growth hormone.

4.1.3. Mechanism of Action

Pituitary growth hormone directly stimulates the production of somatomedins

or IGFs in the liver and other tissues. It increases triglyceride hydrolysis in adipose

tissue and hepatic glucose output. These direct actions are potentiated by glucocor-

ticoids and oppose the actions of insulin on fat and carbohydrate metabolism. The

anabolic and growth-promoting effects of growth hormone are mediated through IGFs

(90). These include increases in the production of skeletal growth (growth and metab-

olism of the epiphyseal plates), the number and size of skeletal muscle cells, and the

red cell mass (25,37,90). In addition, the metabolism of proteins, carbohydrates and

lipids, mineral retention, and the synthesis of chondroitin sulfate and collagen in con-

nective tissue are stimulated. These indirect effects are insulin-like and opposed by

glucocorticoids. Overall, they stimulate normal skeletal, connective tissue, muscle,

and organ growth in children and adolescents.
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4.1.4. Metabolism

Growth hormone is catabolized in the liver and kidneys.

4.2. Toxicology: Contraindications and Adverse Reactions (25)

4.2.1. Contraindications

Somatotropin is contraindicated in patients who are pregnant or breast-feeding.

In elderly or neonatal patients, somatotrophin treatment is not recommended.

Somatotrophin is not recommended for patients undergoing chemotherapy, radia-

tion therapy, or surgery, or if they have experienced trauma.

It should not be used in patients with the following conditions: benzyl alcohol

hypersensitivity, cresol hypersensitivity, diabetes mellitus, epiphyseal closure, glycer-

in hypersensitivity, hypothyroidism, increased intracranial pressure, neoplastic disease,

otitis media, acute respiratory failure, and scoliosis.

4.2.2. Adverse Reactions

The following adverse reactions have been reported: antibody formation, arthral-

gia, bleeding, carpal tunnel syndrome, fluid retention, glycosuria, gynecomastia, head-

ache, hgematuria, hyperglycemia, hypothyroidism, increased intracranial pressure,

injection site reaction, myalgia, nausea/vomiting, pancreatitis, paresthesias, periph-

eral edema, unspecified rash, secondary malignancy, seizures, skin hyperpigmentation,

and weakness.

4.3. Mechanisms of Interactions

The following classes of drug may interact with HGH (somatotropin) when admin-

istered concurrently.

4.3.1. Corticosteroids (i.e., Cyclosporin)

Corticosteroids can inhibit the growth-promoting effects of somatotropin, thus

the corticosteroid dosage should be carefully adjusted.

4.3.2. Sex Steroids (i.e., Testosterone, Estrogen)

4.3.3. Cytochrome P450 Pathway

Somatotropin stimulates the activity of cytochrome-mediated metabolism of anti-

pyrine and other drugs.

5. GONADOTROPHIN-RELEASING HORMONE

5.1. Pharmacology and Kinetics

5.1.1. Drug Usage: Preparations and Routes of Administration

There are several forms of synthetic gonadotrophin-releasing factors: sermorelin

(Geref, a synthetic, parenteral growth hormone-releasing hormone) and gonadorelin

(Factrel, a synthetic luteinizing hormone-releasing hormone) given by injection and

implantable form leuprolide acetate, a synthetic leuteinizing hormone-releasing hor-

mone (Viadur) (25).
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Factrel is used to diagnose gonadotropin deficiency. It is given to adults and

children over 12 yr of age at a dose of 100 mg either subcutaneously or intravenously.

In younger children, the dose is 100 mg intravenously.

Geref is used to treat growth hormone deficiency as well as diagnose growth hor-

mone secretion by the pituitary gland. To treat growth hormone deficiency in children,

a subcutaneous dose of 0.03 mg/kg (30 µg/kg) is given once daily at bedtime. Once

the epiphyses are fused, discontinue treatment. For diagnosing growth hormone defi-

ciency, adults are given 1 mg/kg in a single intravenous dose following an overnight fast.

Viadur is a 12-mo implant (120 mg/d) that continuously delivers leuprolide ace-

tate for the treatment of prostate cancer. After an initial stimulation, gonadotrophin

secretion is inhibited, leading to decreased levels of LH and FSH. In males, testoster-

one is reduced to castrate levels. These decreases occur after 2–4 wk of administration.

Nafarelin is a synthetic analog of endogenous gonadotropin-releasing hormone

(GnRH) with 200 times the potency. It is used to treat precocious puberty of central

origin and endometriosis (25). In addition, nafarelin is used to treat women with uterine

leiomyoma or hirsutism and to shrink prostatic tissue in men with benign prostatic hyper-

plasia (BPH). It is also used in in vitro fertilization. Nafarelin is administered intrana-

sally (25) and acts by stimulating the release of LH and FSH from the anterior pituitary.

However, over time this action is attenuated.

Treatment with nafarelin results in decreases in serum estradiol levels in women

and spermatogenesis in men. The recommended doses of nafarelin are 400 µg/d for

treating symptoms associated with endometriosis. Nafarelin has an overall efficacy equiv-

alent to that of other GnRH agonists (91).

5.1.2. Mechanism of Action

The synthetic hormone stimulates release of the gonadotrophins at the level of the

pituitary gland.

5.2. Toxicology: Contraindications and Adverse Reactions

5.2.1. Contraindications

Use of gonadotrophin-releasing factors is not recommended in pregnant and nurs-

ing mothers. Nafarelin is contraindicated in pregnant or lactating females, undiagnosed

abnormal vaginal bleeding, or in individuals that are hypersensitive to GnRH or GnRH-

agonists.

5.2.2. Adverse Reactions

For gonadotrophin-releasing factors, the following adverse reactions have been

reported: abdominal discomfort, flushing, headache, lightheadedness, nausea/vomiting,

and swelling and pain at the injection site. For nafarelin, the adverse reactions are more

extensive than that observed in the gonadotrophin-releasing factors. These include:

anxiety, breast pain and edema, dizziness, depression, decreases in bone density, hot

flashes, headaches, impotence, nasal irritation, vaginal dryness, nervousness, changes

in mood or libido, insomnia, vaginal bleeding (including vaginal irritation, odor, pruri-

tus, infection, or pain), hypertrophy of female genitalia, vaginitis, dysmenorrhea, pyrexia,

weight gain, fatigue, and acute generalized hypersensitivity reaction.
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5.3. Mechanisms of Interactions

No significant drug interactions have been noted with nafarelin (25). However,

the following drugs may interact with the releasing hormones when administered con-

currently:

5.3.1. Androgens, Estrogens, Glucocorticoids, and Progestins

They affect secretion of gonadotrophins.

5.3.2. Digoxin and Oral Contraceptives

Gonadotrophin concentrations are suppressed.

5.3.3. Levodopa and Spironolactone

Gonadotrophin concentrations can be transiently elevated.

5.3.4. Phenothiazines and Dopamine Antagonists

Increased prolactin levels can blunt the response to gonadotrophins.

6. INSULIN-LIKE GROWTH FACTOR-1 (IGF-1)

IGF-1, also known as somatomedin-C, functions as the principal mediator of the

action of HGH. IGF-1 has a single chain, 70 amino acid polypeptide that has a 50%

homology with insulin. IGFs mediate the anabolic and growth-promoting effects of

growth hormone, including increases in the production of skeletal growth (growth and

metabolism of the epiphyseal plates), the number and size of skeletal muscle cells, and

the red cell mass. It is believed that reestablishment of lost neuromuscular contacts,

due to nerve degeneration, are facilitated by IGF-1 (25,90).

6.1. Pharmacology and Kinetics

6.1.1. Drug Usage: Preparations and Routes of Administration

There is a recombinant form of human IGF-1, mecasermin (Myotrophin, Cepha-

lon/Chiron), which is under review for FDA approval for use to slow the progression

of muscle paralysis associated with amyotrophic lateral sclerosis. In addition, there is

a new clinical trial scheduled to start winter 2002. In the phase III trial, a single daily

dose of mecasermin 0.05 and 0.1 mg/kg given subcutaneously was suggested.

Since IGF increases lean body mass, reduces fat, and builds bone, muscle, and

nerves, it is popular with bodybuilders. It is a major ingredient in many HGH enhancers.

In addition, recombinant IGF-1 is also sold as an oral spray (i.e., IGF-1, Peachtree Health

Products, FL) and in tablet form (i.e., Homeopathic IGF-1; 92). The spray is applied

under the tongue three times per day, at least 30 min before or after meals. The tablet

is taken once per day, at least 30–90 min after eating.

6.1.2. Biosynthesis of IGF-1

There are two IGFs, IGF-1 and IGF-2. They are polypeptides with molecular masses

of 7500 Da and are homologous to proinsulin. IGF-2 has more insulin-like activity

than IGF-1, whereas IGF-1 is more growth hormone-dependent and is more potent as

a growth factor.
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Many tissues (including the CNS and muscle) synthesize IGF-1, but the liver is the

major source of circulating IGF-1. The extra hepatic synthesis and secretion of IGFs

is growth hormone dependent, but these IGFs are believed to act locally as paracrine

modulators. Thyroid hormone and insulin also regulate IGF synthesis. Circulating IGFs

are bound to a family of binding proteins that act as transport proteins and also modu-

late the actions of IGFs on target tissues.

6.1.3. Mechanism of Action

IGF-1 acts through an IGF-1 receptor, which is structurally related to the insulin

receptor. It has intrinsic tyrosine kinase activity, which mediates the hormonal signal.

IGF-1 receptors are found in a variety of tissues including the CNS, peripheral nerves,

and muscle.

6.2. Toxicology: Contraindications and Adverse Reactions

6.2.1. Contraindications

No contraindications are reported.

6.2.2. Adverse Reactions

The following adverse reactions have been reported: injection site reaction, dia-

phoresis, knee pain, and changes in hair growth or texture were seen in phase III.

6.3. Mechanisms of Interactions

Bodybuilders recommend concurrent administration of IGF-1 with multiminerals

to obtain better results.

7. CLOMIPHENE (CLOMID
®, SEROPHENE

®)

Clomiphene citrate (2-[p- (2-chloro-1, 2-diphenylvinyl) phenoxy] triethylamine

citrate) is an orally administered, nonsteroidal, ovulatory stimulant with a molecular

weight of 598.09 g/mol. Clomiphene is recommended for the induction of pregnancy

in patients with polycystic ovary syndrome, amenorrhea-galactorrhea syndrome, psycho-

genic amenorrhea, post-oral-contraceptive amenorrhea, and certain cases of second-

ary amenorrhea of undetermined etiology.

7.1. Pharmacology and Kinetics

7.1.1. Drug Usage: Preparations and Routes of Administration

Clomiphene is available in 50-mg tablets. Treatment should begin with a dose of

50-mg daily for 5 d. If ovulation does not appear to occur after the first course of ther-

apy, the dose should be increased to 100 mg once per day for 5 d. This course may be

started as early as 30 d after the previous one after precautions are taken to exclude the

presence of pregnancy. The maximum daily dose is 100 mg. If ovulation does not occur,

further treatment is not recommended. Coitus should be timed to coincide with the

expected time of ovulation. In patients, unusual sensitivity to pituitary gonadotropin, such

as those with polycystic ovary syndrome, the 50-mg dose is particularly recommended.
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7.1.2. Mechanism of Action

Clomiphene interacts with estrogen-receptor-containing tissues, including the hypo-

thalamus, pituitary, ovary, endometrium, vagina, and cervix. It may also compete with

estrogen for estrogen-receptor-binding sites and may delay replenishment of intracel-

lular estrogen receptors. It blocks the normal negative feedback of circulating estradiol

preventing the estrogen-mediated decrease in output of GnRH. Clomiphene treatment

results in an increased release of pituitary gonadotrophins, initiating steroidogenesis

and folliculogenesis. These cause growth of the ovarian follicle and raise circulating

estradiol levels. Clomiphene may allow several oocytes to reach maturity. After ovu-

lation, plasma progesterone and estradiol rise and fall as during the normal ovulatory

cycle and prepare the endometrium for implantation.

It has been suggested that both clomiphene’s estrogenic and antiestrogenic proper-

ties participate in initiation of ovulation, but the estrogenic effects of clomiphene are

secondary to the primary effects on hypothalamic-pituitary-ovarian function. Clomi-

phene has no apparent androgenic, anti-androgenic, or progestational effects, nor does

it affect pituitary-thyroid or pituitary-adrenal function. After clomiphene therapy dis-

continuation, there is usually no continued pharmacological effect on subsequent men-

strual cycles. However, in some females, spontaneous ovulation has continued. It should

be noted that since clomiphene is a hormone-like substance, the IOC, NCAA, and the

USOC (6,25) ban its use from athletic competition. Because of its antiestrogenic proper-

ties, clomiphene could potentially be used to enhance the effectiveness of androgens

by blocking their secondary estrogenic effects.

7.1.3. Metabolism

Orally administered clomiphene is readily absorbed and primarily excreted via

feces (42%) and a smaller portion via urine (8%). The half-life of clomiphene is 5 d,

however, it has been reported in the feces 6 wk after administration.

It should be noted that clomiphene is a combination of racemic isomers, enclomi-

phene and zuclomiphene, whose pharmacokinetic and pharmacodynamic parameters

have not been elucidated. Zuclomiphene is thought to be the more estrogenic isomer.

Clomiphene appears to undergo hepatic metabolism. Both unchanged drug and its

metabolites are excreted in the feces via the bile. There may be stereo-specific entero-

hepatic recycling or sequestering. The zuclomiphene isomer appears to accumulate over

several cycles of treatment; however, the combined maximum plasma levels of enclo-

miphene and zuclomiphene do not appear to exceed 100 mmol/L.

7.2. Toxicology: Contraindications and Adverse Reactions (25)

7.2.1. Contraindications

Clomiphene is not recommended in patients without an intact hypothalamic-pitu-

itary tract and ovarian response (i.e., untreated adrenal insufficiency, pituitary insuffi-

ciency or primary pituitary failure, pituitary adenomas or other pituitary tumor, primary

ovarian failure, or untreated thyroid disease), since these patients will not respond to

treatment.
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In females with diabetes mellitus, hirsutism (or hyperandrogenism), hyperinsulin-

emia, obesity, or lowered endogenous estrogen levels, there may be reduced response to

clomiphene.

Clomiphene is contraindicated in patients with abnormal or dysfunctional uterine

bleeding of undetermined origin, ovarian cancer or endometrial cancer, endometri-

osis, ovarian enlargements, or preexisting ovarian cysts not due to polycystic ovarian

syndrome.

Clomiphene should not be used in women after conception has occurred.

Clomiphene is not recommended in patients with hepatic disease or dysfunction,

since the reduced clearance of the drug will result in higher plasma concentrations and

increased risk of certain side effects. Liver function should be evaluated in all patients

prior to the start of treatment.

Patients should be advised to avoid drinking alcoholic beverages or tobacco smok-

ing during treatment, as both will decrease its effectiveness.

In patients with active thrombophlebitis or other active thromboembolic disease,

clomiphene should be used very cautiously.

Additional contraindications are abdominal pain, breast cancer, breast-feeding,

major depression or psychosis, driving or operating machinery, testicular failure, visual

disturbance, and vomiting.

7.2.2. Adverse Reactions

The following adverse reactions have been reported: abdominal pain, alopecia,

anxiety, appetite stimulation, ascites, blurred vision, cervical mucus thickening, diarrhea,

diplopia, dizziness, dyspnea, elevated hepatic enzymes, erythema multiforme, fatigue,

headache, hepatitis, hot flashes, hypotension, increased urinary frequency, insomnia,

mastalgia, menstrual irregularity, mittelschmerz, nausea and vomiting, oliguria, ovarian

enlargement, ovarian hyperstimulation syndrome (OHSS), pelvic pain, photophobia,

pleural effusion, pruritus, psychosis, pulmonary edema, pulmonary embolism, restless-

ness, scotomata, secondary malignancy, teratogenesis, thromboembolism, thrombosis,

urticaria, visual impairment, and weight gain.

7.3. Mechanisms of Interactions (25)

The following drugs and classes of drug may interact with clomiphene when admin-

istered concurrently:

7.3.1. Black Cohosh (Cimicifuga racemosa)

This drug may suppress production of LH and thus antagonize clomiphene treatment.

7.3.2. Androgens

Hyperandrogenism and infertility have been associated with increased levels of

the hormone prasterone, and DHEA. Thus, they may antagonize clomiphene treatment.

7.3.3. Soy Isoflavones

There may be competition at the estrogen receptor, thus reducing effectiveness of

the treatment.
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8. TAMOXIFEN (NOLVADEX
®)

Tamoxifen is a nonsteroidal antiestrogen agent in a class of drugs called selec-

tive estrogen receptor modulators. Tamoxifen’s structure is based on the same nucleus

as diethylstilbestrol, but its additional side chain (trans isomer) imparts antiestrogenic

activity. Tamoxifen is chemically related to another antiestrogen, clomiphene.

Tamoxifen is a primary therapy for metastatic breast cancer in both men and post-

menopausal women. In premenopausal women with metastatic breast cancer, it is an

alternative to ovarian ablation. Tamoxifen is more effective for patients with estrogen

receptor positive disease. It is also indicated as adjuvant therapy in postmenopausal

women with node-positive and node-negative breast cancer following total mastec-

tomy or segmental mastectomy, axillary dissection, and breast irradiation. Other poten-

tial benefits of tamoxifen include lowered serum cholesterol concentrations, reduced

incidence of myocardial infarctions, and increased bone mineral density (25).

8.1. Pharmacology and Kinetics

8.1.1. Drug Usage: Preparations and Routes of Administration

Tamoxifen is available as tamoxifen citrate (NOLVADEX®, AstraZeneca) in 10-

mg and 20-mg tablets. In patients who have breast cancer, the recommended daily dose

is 20–40 mg/d is recommended; when greater than 20 mg/d the dose is divided into

two (morning and evening). Similarly, in patients with ductal carcinoma in situ or for

the reduction in the incidence of breast cancer in high-risk women, the recommended

daily dose is 20 mg/d given over a period of 5 yr (25).

Dosage adjustment in patients with renal dysfunction is unnecessary, but patients

with biliary stasis may need a lower dose.

Orally administered tamoxifen is rapidly absorbed with a peak plasma concentra-

tion after 4–5 h. Bioavailability is comparable between the 10-mg tablet twice daily

and a single 20-mg daily dose. Its main cytochrome P450 metabolite, Bdesmethyl tam-

oxifen, is biologically similar to tamoxifen. After repeated doses, tamoxifen accumu-

lates and reaches steady state in the plasma in 4 wk; whereas Bdesmethyl tamoxifen

reaches steady state in 8 wk. Tamoxifen has an initial half-life of 7–14 h and an extended

secondary phase of 4–7 d; whereas the metabolite has one of approximately 14 d. It

should be noted that tamoxifen is banned from use (males) in athletic competition by

the IOC, USOC, and the NCAA (6,25).

8.1.2. Mechanism of Action

Tamoxifen is a competitive inhibitor of estradiol binding at the estrogen receptor.

It induces a change in the three-dimensional shape of the receptor and inhibits its bind-

ing to the estrogen-responsive element on DNA. Tamoxifen has mixed estrogen antag-

onist and agonist properties. In bone, it stimulates estrogen receptors and may prevent

postmenaopausal osteoporosis; whereas in breast tissue, it has antiestrogenic effects.

Additionally, cell cycling is slowed by tamoxifen’s activity in the nucleus. Tamoxifen’s

interaction with nuclear chromatin blocks or alters the expression of estrogen dependent

genes (RNA transcription) and results in reduced DNA polymerase activity, impaired

thymidine utilization, blockade of estradiol uptake, and decreased estrogen response.
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Tamoxifen decreases IGF-1, which stimulates cancer cell growth and development,

and stimulates the secretion of transforming growth factor beta associated with inhibit-

ing the activity of breast cancer cells.

8.1.3. Metabolism

Tamoxifen distributes widely throughout the body and is extensively metabolized

in the liver by the cytochrome P450 system. In plasma, N-desmethyl tamoxifen is the

main metabolite and is biologically similar to tamoxifen. Tamoxifen undergoes some

enterohepatic circulation. Though excretion of both the unchanged drug and its metab-

olites is primarily in the feces, conjugated parent compound and metabolites make up

more than 70% of the total excreted (25).

8.2. Toxicology: Contraindications and Adverse Reactions

8.2.1. Contraindications

Tamoxifen is contraindicated in patients who are pregnant or breast-feeding. In

children, the safety and effectiveness has not been determined.

8.2.1.1. ANTICOAGULANTS

Tamoxifen treatment is contraindicated in patients requiring anticoagulation therapy

and those with a history of thromboembolic disease.

8.2.1.2. ENDOMETRIAL CANCER

It should not be used in patients with endometrial cancer or endometrial changes

including hyperplasia and polyps.

8.2.1.3. INTRAMUSCULAR INJECTIONS

Intramuscular injections should not be given during tamoxifen treatment to avoid

bleeding, bruising, or hematomas.

8.2.1.4. CAUTIONS

It should be used with caution in patients with the following conditions: preexisting

bone marrow suppression (i.e., neutropenia, leukopenia, or thrombocytopenia), abnor-

mal gynecological symptoms (i.e., menstrual irregularities, abnormal vaginal bleed-

ing, changes in vaginal discharge, pelvic pain or pressure), visual disturbance (i.e., cata-

racts), lipoprotein abnormalities (i.e., hypercholesterolemia, hyperlipoproteinemia),

or hypercalcemia.

8.2.2. Adverse Reactions

Adverse reactions to tamoxifen treatment are usually mild and transient.

1. Menopausal symptoms (i.e., hot flashes, night sweats, nausea/vomiting), amenor-

rhea, dysmenorrhea, menstrual irregularity, vaginal bleeding, vaginal discharge, and

vaginal irritation (dryness) have been reported, but do not require discontinuance of

treatment.

2. Endometrial and uterine changes (i.e., endometrial hyperplasia, polyps, endometriosis,

uterine fibroids, and ovarian cysts) may occur during treatment. Increased incidence

of uterine and endometrial cancer may also occur.
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3. Early Pregnancy. In women exposed to tamoxifen during early pregnancy, teratoge-

nesis, abnormal reproductive anatomy, fetal death, spontaneous abortions, vaginal

bleeding, and DES-like syndrome have been reported.

4. Though bone marrow suppression is rare, anemia, leukopenia, neutropenia, and throm-

bocytopenia have been reported.

5. Thromboembolism (i.e., pulmonary embolism, deep vein thrombosis, and stroke) has

been reported as significantly increased with tamoxifen treatment.

6. Ocular effects (i.e., cataracts, corneal deposits, corneal opacification, optic neuritis,

retinopathy, and visual impairment) have been reported.

7. During initial tamoxifen treatment for metastatic breast cancer, bone pain, tumor pain,

and/or hypercalcemia can occur. Secondary malignancies have been reported.

8. Elevated hepatic enzymes and hyperbilirubinemia may occur and could indicate severe

hepatoxicity. Rare effects, but possibly fatal, are cholestasis, hepatitis, hepatic necro-

sis, and fatty changes in the liver. Also rare are hyperlipidemia and pancreatitis.

9. Occasionally, males treated for breast cancer report a decrease in libido and impotence.

10. Additional adverse reactions include: alopecia, anaphylactoid reactions (i.e., angio-

edema, erythemia multiforme, Stevens-Johnson syndrome and pemphigus-like, bullous

rash), cough, depression, edema, fatigue, rash (unspecified), and weight loss.

8.3. Mechanisms of Interactions

The following drugs and classes of drug may interact with tamoxifen when admin-

istered concurrently.

8.3.1. Anticoagulants

There is increased incidence of abnormal bleeding.

8.3.2. Antineoplastic Agents and Other Chemotherapy Agents (i.e.,

cyclophosphamide, ifosfamide, and the nonsynthetic chemotherapy agents

anthracyclines, docetaxel, etoposide, VP-16, paclitaxel, vinca alkaloids)

There is increased risk of a thromboembolic event. Tamoxifen inhibits cytochrome

P450 mixed-function oxidases and blocks the multidrug resistance glycoprotein that

is part of the mechanism of resistance to naturally occurring (nonsynthetic) chemo-

therapy agents (25). To establish whether this desirable effect is clinically significant,

trials have been conducted in tumor-bearing dogs that suggest the use of tamoxifen and

similar agents may be effective in countering multidrug resistance to chemotheraputic

agents (93,94). However, tamoxifen may interfere with the activation of other chemo-

therapeutic agents such as cyclophosphamide and ifosfamide through the inhibition of

the mixed-function oxidases.

8.3.3. Metabolism Inhibitors

Antiretroviral protease inhibitors, cyclosporine, delavirdine, efavirenez, erythro-

mycin, imatinib, nifedipine, STI-571, and diltiazem. These inhibit metabolism of tam-

oxifen by inhibiting the cytochrome P450 3A4 isozyme.

8.3.4. Metabolism Inducers

Carbamazepine, barbiturates, bexarotene, bosentan, ethosuximide, fosphenytoin,

nevirapine, phenytoin and troglitazone: These induced the metabolism of tamoxifen by

stimulating the cytochrome P450 3A4 isozyme.
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8.3.5. Benzodiazepines

These induce or compete with tamoxifen metabolism.

8.3.6. Estrogens and Oral Contraceptives

These are pharmacological opposites of tamoxifen.

8.3.7. Bromocriptine

This will increase serum concentrations of tamxofen and Bdesmethyl tamoxifen.

8.3.8. Rifabutin, Rifampin, and Rifapentine

Reduce the half-life and maximum concentration of tamoxifen in the body. This

could reduce tamoxifen’s effectiveness.

8.3.9. Soy Isoflavones

Compete with tamoxifen at the estrogen receptor.

8.3.10. Melatonin

Enhances tamoxifen’s effects.

8.3.11. Phytoestrogen Compounds

(i.e., Black Cohosh [Cimicifuga racemosa])

These may potentiate or interfere with tamoxifen’s actions at the estrogen receptor.

9. AROMATASE INHIBITORS

Inhibitors of the aromatase enzyme system block the conversion of androgens to

estrogens. The growth of many breast cancers is estrogen receptor mediated and, thus,

can be stimulated by estrogen. In postmenopausal women, the principal source of cir-

culating estrogen (primarily estradiol) is conversion of adrenally generated androste-

nedione to estrone by aromatase in peripheral tissues, such as adipose tissue, with further

conversion of estrone to estradiol. By blocking estrogen production, estrogen-sensitive

tumors can be reduced in size and their progression delayed in some women. This

class of drugs are permitted by the NCAA, but banned by the IOC and USOC (6,25).

Furthermore, use of aromatase inhibitors in men is forbidden because it would potenti-

ally present an unfair advantage by reducing levels of estrogen and subsequently pro-

longing testosterone bioavailability. One example of the aromatase inhibitor activity

in boys is the delaying of epiphyseal fusion, thereby promoting an increase in height.

However, more studies are required to fully establish the indirect anabolic nature of

aromatase inhibitors as a group. Nevertheless, although there is not a large pool of

information concerning the use of aromatase inhibitors as doping agents, the potential

for their abuse as part of a current or future anabolic cocktail is great (25,95).

9.1. Pharmacology and Kinetics

9.1.1. Drug Usage: Preparations and Routes of Administration

This class of drugs is steroidal and nonsteroidal inhibitors of the aromatase enzyme

system. Drugs of this class are used as the first-line treatment of locally advanced metasta-
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tic breast cancer (hormone receptor positive or hormone receptor unknown) in postmeno-

pausal women. Aromatase inhibitors are also used for treatment of advanced breast can-

cer in postmenopausal women with disease progression following antiestrogen treatment.

9.1.1.1. ANASTROZOLE

Anastrozole (Arimidex®, AstraZeneca) is orally administered in 1-mg tablet form.

Absorption is not affected by food. For first-line therapy, it is taken once per day. Treat-

ment continues until tumor progression is evident. For second-line therapy, Arimidex

is administered as a single 1-mg tablet once per day. For patients with mild/moderate

hepatic impairment, no dose change is recommended, however, patients should be mon-

itored for side effects. Arimidex has not been studied in patients with severe hepatic

impairment. No dose changes are necessary either for patients with renal impairment

or in elderly patients (25). Anastrozole, the parent drug, is the primary inhibitor of

aromatase activity. The major circulating metabolite, triazole, has no pharmacologi-

cal activity. From an oral dose, anastrozole is well absorbed into the systemic circulation

and is primarily excreted in the feces (85%) after hepatic metabolism and to a lesser extent

in the urine (11%). The terminal elimination half-life is approximately 50 h in post-

menopausal women. When taken for 7 d once per day, plasma concentrations approach

steady-state levels, which are three to fourfold higher than levels observed after a sin-

gle dose of Arimidex. Plasma proteins bind 40% of the circulating anastrozole. When

given at a dose of 1 mg or greater daily, estradiol was suppressed to the lower limit of

detection (3.7 pg/L). Within 24 h, estradiol was reduced 70% whereas after 14 d, an 80%

reduction was attained.

Anastrozole was not found to affect levels of cortisol, aldosterone, or thyroid-

stimulating hormone (TSH). It does not possess direct progestogenic, androgenic, or

estrogenic activity, but does affect circulating levels of progesterone, androgens, and

estrogens.

9.1.1.2. LETROZOLE

Letrozole (Femara®, Novartis) is available in a one 2.5-mg tablet administered

orally. For adults and elderly patients, the 2.5-mg tablet is given once per day. Treat-

ment should continue until tumor progression is evident. No adjustment in dosage is

required for patients with renal impairment, if their creatinine clearance is greater

than or equal to 10 mL/min. In patients with mild to moderate hepatic impairment, no

dosage change is necessary; however, in patients with severe hepatic impairment, cau-

tion should be used in dosing (25).

Letrozole is rapidly and completely absorbed from the GI tract and unaffected

by food. It is metabolized slowly to an inactive metabolite, a glucuronide conjugate,

which is excreted renally. The terminal elimination half-life is 2 d. After daily dosing

at 2.5 mg, the steady-state plasma level is reached in 2–6 wk and is 1.5–2 times higher

than a single-dose administration. Letrozole is weakly protein bound.

In postmenopausal women with advanced breast cancer, daily doses of 0.5–5 mg

resulted in estrogen suppression below the limits of detection. There is no impairment

of adrenal steroidogenesis, androgens, or TSH.
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9.1.1.3. EXEMESTANE

Exemestane (Aromasin®, Pharmacia and Upjohn Co.) is available in 25-mg tab-

lets. It is used in the treatment of advanced breast cancer in postmenopausal women

whose disease has progressed following tamoxifen therapy. For adults and the elderly,

one 25-mg tablet is taken by mouth once a day after meals. This dosage is the maxi-

mum daily dose; higher doses are tolerated, but do not increase estrogen suppression.

Treatment is continued until tumor progression is evident. No safe and effective use

has been established for children and adolescents. In patients with hepatic impairment

or renal impairment, the dosage does not need to be changed.

Exemestane is rapidly absorbed with a Tmax of 1.2 h and a bioavailability of 42%.

It is extensively distributed into tissues. Exemestane is bound to plasma proteins (90%).

Maximal aromatase suppression occurs at doses of 10–25 mg. Maximum suppression

of circulating estrogens occurs 2–3 d after the start of treatment (25 mg/d by mouth)

and persists for 4–5 d (25).

Exemestane has no effect on synthesis of steroids, androgens, LH, and FSH.

9.1.1.4. AMINOGLUTETHIMIDE

Aminoglutethimide (Cytadren®, Novartis) is an oral adrenal steroid inhibitor. It

is used for the suppression of adrenal function in Cushing’s syndrome. Although not

FDA labeled, it has been used in the treatment of breast carcinoma and prostate carci-

noma. Aminoglutethimide is available as a 250-mg tablet. For treatment of Cushing’s

syndrome, adults receive an initial dose of 250 mg by mouth twice to three times a day

for approximately 2 wk. The maintenance dose is 250 mg by mouth every 6 h; if neces-

sary this dose can be increased to a maximum of 2 g/d. In children, safety and efficacy has

not been established. For treatment of breast or prostatic cancer, adults receive an

initial dose of 250 mg by mouth two to three times a day for 2 wk in combination with 40

mg/d of hydrocortisone (10 mg in the morning and at 5 PM, 20 mg at bedtime). The

maintenance dose is 250 mg by mouth every 6 h in combination with hydrocortisone

(40 mg as described above) (25).

9.1.1.5. VOROZOLE

Vorozole (Rivizor®, Johnson & Johnson; Janssen Pharmaceutica) is classified as

an aromatase inhibitor. It was studied as an agent for managing advanced breast can-

cer in postmenopausal women with disease progression following antiestrogen therapy.

However, the data from phase III clinical testing did not show a significant benefit, so

it was withdrawn from consideration. No dosage information is available. Vorozole is

roughly 1000-fold more potent than aminoglutethimide as an aromatase inhibitor.

9.1.2. Mechanism of Action

These aromatase inhibitors act by suppressing production of estrogen in the adre-

nal, peripheral tissues and in the cancer tissue itself. Anastrozole and letrozole are

potent and selective nonsteroidal inhibitors of aromatase. They act by competitively bind-

ing to the heme of the cytochrome P450 subunit of the enzyme. Exemestane is an irre-

versible, steroidal aromatase inhibitor. Since it is structurally related to androstenedione,

it functions as false substrate for aromatase. It is converted into an intermediate that
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binds irreversibly to the active site of aromatase causing its inactivation, also known as

“suicide inhibition” (25).

Aminoglutethimide inhibits the enzymatic conversion of cholesterol to preg-

nenolone, thereby reducing the synthesis of glucocorticoids, mineralocorticoids, estro-

gens, and androgens. There is a compensatory increase in secretion of ACTH by the

pituitary, requiring glucocorticoid administration to maintain the effects of aminoglut-

ethimide. Aminoglutethimide also inhibits estrogen production from androgens in periph-

eral tissues by blocking the aromatase enzyme.

9.1.3. Metabolism (95,96)

9.1.3.1. ANASTROZOLE

Anastrozole is extensively metabolized in the liver and excreted as metabolites.

The known metabolites are triazole, a glucuronide conjugate of hydroxy-anastrozole,

and a glucuronide of anastrozole itself. The major route of elimination is via the feces,

whereas renal elimination represents a minor fraction.

9.1.3.2. LETROZOLE

Letrozole is metabolized to a pharmacologically inactive carbinol metabolite that

is excreted renally as a glucuronide conjugate in the urine.

9.1.3.3. EXEMESTANE

Exemestane is extensively metabolized via oxidation of the methylene group and

reduction of the 17-keto group with subsequent formation of many secondary metabo-

lites. The principle isozyme is cytochrome P450 (CYP) 3A4. The metabolites are inactive

or inhibit aromatase to a lesser degree than the parent drug. The 17-dihydro-metabolite

may have androgenic activity.

9.1.3.4. AMINOGLUTETHIMIDE (AG)

In a study conducted by Alshowaier et al. (97), they determined the pharmacoki-

netics of both enantiomers (R-AG and S-AG, dose 500 mg racemic AG, serial plasma

and urine samples collected over 48 h) and their acetyl metabolites (R-AcAG and S-

AcAG) in breast cancer patients. Half-lives were similar for both enantiomers, but

plasma concentrations (analysis by HPLC/UV detection) of the R-enantiomer was 1.5

times higher than the S-AG, and the pharmacokinetic profile for both AG enantiomers

followed a one-compartment open model. Of the 500 mg dose, 41% was excreted in

the urine as the parent compound (15% R-AG and 26% S-AG) and 5.1% as the acety-

lated metabolites (2.9% R-AcAG and 2.2% S-AcAG). They also found that the renal

clearance of the S-AG was 2.3-fold greater than the R-enantiomer (97). However, the

R-AG enantiomer was found to be significantly more potent than S-AG. The investi-

gators concluded that the primary factor contributing to the potency of racemic AG

was primarily due to the R-enantiomer rather than its pharmacokinetic differences.

9.1.3.5. VOROZOLE

Vorozole, a triazol derivative, is a new third-generation aromatase inhibitor. In

animal studies conducted by Lidstrom et al. in rhesus monkeys showed that the bio-

distribution of radiolabeled vorozole ([N-methyl-11C] Vorozole) was high in the liver

and reached a constant level (20%) of the injected dose after 10 min. Additionally,
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labeled vorozole showed high specific binding to aromatase-rich tissue, whereas bind-

ing to other tissues was lower and less specific. The dissociation constant (Kd) for

vorozole was 17 nM (95).

In studies conducted by Gross (98) using an in vitro model for cytochrome P450

aromatase. It was shown that the IC50 against aromatase was 0.44 nM (cultured rat

ovarian granulose cells) and 1.38 nM (human placental aromatase). Vorozole was shown

to be selective for aromatase and did not effect other cytochrome P450-dependent

reactions. Furthermore, vorozole did not exhibit any agonistic or antagonistic activity

toward steroid (estrogen, progestin, androgen, or glucocorticoid) receptors.

 Treatment with vorozole produced a dose-dependent decrease in aromatase activ-

ity and circulating levels of estrogens. Furthermore, tissue levels of estrone and estra-

diol decreased by 64 and 80%, respectively. Clearance values of vorozole were constant

in all age groups up to 50 yr. In age groups greater than 50 yr, clearance rates decreased

at a rate of 0.047 L/h/yr. Following a single dose, clearance values were lower in

breast cancer patients (4.8 L/h) than in healthy male and female volunteers (8.6 L/h).

Additionally, drug clearance was independent of demographic variables related to body

size (total body wt, body surface area, lean body mass), whereas the apparent distribu-

tional flow (Q) and central volumes of distribution (Vc) were proportional to the total

body wt (0.17 L/h/kg and 0.43 L/kg, respectively). The peripheral volume of distribu-

tion (Vp) was found also found to be proportional to total body weight and was higher

in women than in men (0.64 and 0.40 L/kg, respectively). They found that neither race

nor duration of therapy (0.5–28 mo) was a factor with respect to drug effect. They con-

cluded that although there was a relatively high degree of residual interpatient variabil-

ity in vorozole clearance, it was unlikely that age was of any clinical significance (98).

9.2. Toxicology: Contraindications and Adverse Reactions (25)

9.2.1. Contraindications

9.2.1.1. ANASTROZOLE

Anastrozole is to be used with caution in patients with hepatic cirrhosis or mild

to moderate hepatic impairment. It has not been tested in patients with severe hepatic

impairment. Anastrozole is contraindicated in premenopausal females and in patients

who are pregnant or breast-feeding. It causes pregnancy loss and fetal harm, but is not

tetratogenic. Also, it may be excreted into the breast milk.

9.2.1.2. LETROZOLE

Letrozole is contraindicated in patients hypersensitivity to letrozole or its excip-

ients. Letrozole may cause fetal harm when administered to pregnant women. It is embry-

otoxic and fetotoxic and may be teratogenic. Letrozole should not be administered to

women who are breast-feeding as it may be excreted into breast milk.

9.2.1.3. EXEMESTANE

Exemestane should not be given to premenopausal females and in patients who

are pregnant or breast-feeding. In animal studies, it causes fetal abnormalities and death

in fetuses and was detected in the breast milk. The safety and efficacy of exemestane

in children have not been established.
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9.2.1.4. AMINOGLUTETHIMIDE

In patients under stress (i.e., surgery, trauma, or acute illness), be aware of the pos-

sibility of cortical hypofunction.

9.2.1.5. VOROZOLE

Contraindications are unclear.

9.2.2. Adverse Reactions (25)

The following adverse reactions have been reported:

9.2.2.1. ANASTROZOLE

The major adverse effects were hot flashes, GI disturbance (i.e., diarrhea, abdom-

inal pain, constipation, nausea/vomiting, and dry mouth), vaginal bleeding, thrombo-

embolism, and nervous effects (i.e., anxiety, confusion, depression, dizziness, headache,

hypertonia, insomnia and paresthesias). Less frequent effects are asthenia, back pain,

bone pain, pelvic pain, arthralgia, dyspnea, hypertension, increased cough, pharyngi-

tis, rash (unspecified), vasodilation, and edema.

9.2.2.2. LETROZOLE

The most frequent adverse reactions are bone pain, back pain, hot flashes, nausea,

arthralgia, and dyspnea. Other less frequent effects were peripheral thromboembolic

events (i.e., venous thrombosis, thromboplebitis, portal vein thrombosis, and pulmo-

nary embolism), cardiovascular events (i.e., angina, myocardial infarction, myocardial

ischemia, and coronary heart disease), and cerebrovascular events (i.e., transient ische-

mic attacks, thrombotic or hemorrhagic strokes).

9.2.2.3. EXEMESTANE

The most common adverse effects include hot flashes, fatigue, pain (unspecified),

depression, insomnia, anxiety, dyspnea, dizziness, headache, and weight gain. Com-

mon GI effects include nausea/vomiting, abdominal pain, anorexia, constipation, and

diarrhea. Less frequent adverse effects include arthralgia, alopecia, confusion, dyspep-

sia, respiratory infections, and urinary tract infections.

9.2.2.4. AMINOGLUTETHIMIDE

Adverse reactions include drowsiness, morbilliform skin rash, nausea/vomiting,

anorexia, adrenal insufficiency, hypothyroidism, masculinization, hirsutism, headache,

dizziness, hypotension, pruritus, myalgia, and fever.

9.2.2.5. VOROZOLE

Adverse reactions are unclear.

9.3. Mechanisms of Interactions

The following classes of drug may interact with aromatase inhibitors when admin-

istered concurrently (25):

 9.3.1. Estrogen-Containing Products (Including Oral

Contraceptives, Androstenedione, Prasterone, Dehydroepiandrosterone)

These products will interfere with the pharmacological actions of aromatase inhibitors.
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9.3.2. Inducers of Cytochrome P450 3A4

There will be a decrease in plasma levels of exemestane.

9.3.3. Dexamethasone

Aminoglutethimide accelerates its metabolism.

9.3.4. Warfarin

Aminoglutethimide diminishes its effects.

9.3.5. Ethanol

It can potentiate the effects of aminoglutethimide.

9.3.6. Oral Anticoagulants,

Theophylline, Digitoxin, Medroxyprogesterone

Decreased pharmacologic effects due to increased hepatic microsomal enzymes

by aminoglutethimide.

10. ERYTHROPOIETIN

Erythropoietin, produced in the kidney, stimulates red blood cell production by

the bone marrow. Its synthesis is stimulated by tissue hypoxia. Recombinant forms of

erythropoietin, epoetin alfa and darbepoetin alpha, have been developed, with FDA

approval, for treatment of anemia in zidovudine-treated HIV patients, chronic renal

failure patients, and patients receiving cancer chemotherapy. Also, it is FDA approved

to reduce the need for allogeneic blood transfusions in surgery patients. Epoetin alfa

is banned by the NCAA, IOC, and USOC (6,25).

10.1. Pharmacology and Kinetics

10.1.1. Drug Usage: Preparations and Routes of Administration

10.1.1.1. EPOETIN ALFA (EPOGEN
®, PROCRIT

®; PROCRIT, ORTHO BIOTECH)

Epoetin alfa is a recombinant form of the renal hormone erythropoietin, produced

by Chinese hamster ovarian cells with the erythropoietin gene inserted. Native erythro-

poietin is a glycosylated protein with a mol wt of about 36,000 Dalton. The recombi-

nant form is biologically and immunologically indistinguishable from the native form

with a mol wt of 30,400 Dalton. Epoetin alfa is available as an injectable in solutions

of 2000, 3000, 4000, 10,000, 20,000, and 40,000 U/mL. For the treatment of anemia

in patients with chronic renal failure (both those on dialysis and those dialysis-free):

In adults and adolescents over 16 yr of age, the initial dose is 50 to 100 U/kg given either

intravenously (iv) or subcutaneously (sc) three times per week. After 2 wk of therapy,

the hematocrit should rise more than 4 points. If the hematocrit does not increase by

5–6 points after 8 wk, then the dose needs to be increased. Clinically significant changes

in hematocrit may take 2–6 wk to occur. Dosage changes should not be made more

frequently than once per month. The dosage must be individualized to maintain the

hematocrit within the suggested target range (30–36%). If after a dosage adjustment

the hematocrit does not improve, iron stores must be reevaluated. The median mainte-

nance dose is 75 U/kg iv/sc three times per week (range: 12.5–525 U/kg). In adult
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chronic renal failure patients not on dialysis, divided doses of 75–150 U/kg/wk are

given by iv/sc (25,63).

In adolescents younger than 16 yr old, children and infants with more than 1 mo

on dialysis, the initial dosage is 50 U/kg given iv/sc three times per week. For pediatric

hemodialysis patients, the median maintenance dose was 167 U/kg/wk (range: 49–

447 U/kg/wk). For peritoneal dialysis patients, the median maintenance dose was 76

U/kg/wk (range: 24–323 U/kg/wk).

In adolescents younger than 16 yr old, children and infants with more than 1 mo

not on dialysis, the initial dosage is 50–250 U/kg iv/sc three times per week. The main-

tenance dosage must be individualized to keep the hematocrit within the suggested

target range (30–36%).

For the treatment of zidovudine-induced anemia in HIV-infected patients (with

erythropoietin levels less than 500 mU/mL who receive zidovudine at a dose of less

than or equal to 4200 mg/wk): For adults, an initial dose of 100 U/kg iv/sc is given

three times per week. Hematocrit should be monitored weekly during the first 8 wk.

The dose may be increased by 50–100 U/kg, up to a maximum of 300 U/kg, if the

response is poor after 8 wk. Every 4–8 wk, the hematocrit should be evaluated and the

dose adjusted accordingly. If a patient at the maximum dose does not respond, then

higher doses will probably not be effective. Once the desired hematocrit (30–36%) is

obtained, the dose should be adjusted to maintain this level.

For adolescents, children, and infants 8 mo old or older (not FDA approved), a

dose of 50–400 U/kg iv/sc two to three times per week should be given (25,63).

For the treatment of anemia in patients with nonmyeloid malignancies (where the

anemia is due to at least 2 mo of concomitantly administered chemotherapy [erythropoi-

etin levels above 200 mU/mL]): In adults, an initial dose of 150 U/kg subcutaneously

three times per week. The dosage may be increased to 300 U/kg three times per week

if the response is poor. If they still respond poorly at this maximum dose, it is unlikely

that they will respond to higher doses. The dose should be adjusted to maintain a hemat-

ocrit of 30–36%. For adolescents, children, and infants older than 6 mo (not FDA

approved), dosages of 25–300 U/kg iv/sc three to seven times per week can be given.

To reduce the need for allogenic blood transfusions in anemic patients (hemoglo-

bin levels between 10 and 13 g/dL) scheduled to undergo elective, noncardiac, nonvas-

cular surgery: Ten days before surgery, on the day of surgery, and for 4 d after surgery,

adults are given a dosage of 300 IU/kg/d subcutaneously. An alternative to this regi-

men is 600 IU/kg subcutaneously once weekly, 21, 14, and 7 d before surgery plus

one dose on the day of surgery. During this therapy, all patients should receive ade-

quate iron supplementation. Please note that this therapy is for patients at high risk for

perioperative transfusions where significant blood loss is anticipated, and not for anemic

patients who are willing to donate their blood.

For the treatment of anemia of prematurity (not FDA approved) combined with

iron supplementation: In premature neonates, a dosage of 25–100 U/kg subcutaneously

three times per week is given. Alternative regimens include 100 U/kg sc five times per

week or 200 U/kg sc every other day for 10 d.

For the treatment of anemia associated with myelodysplastic syndrome (MDS)

(not FDA approved): In adults, a dosage of 150–300 mL/kg subcutaneously three times

per week is given.
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For the treatment of orthostatic hypotension (not FDA approved) associated

with primary autonomic failure: For adults, a dosage of 25–50 U/kg subcutaneously

three times per week was given. For all of the above treatments, patients with either

hepatic or renal impairments did not appear to require an adjustment of the dosages.

Epoetin alfa is administered by intravenous or subcutaneous injection. Peak plasma

concentrations occur between 5 and 24 h after subcutaneous injection, this route gives

a more sustained response. The circulating half-life is 4–13 h with detectable levels

maintained for at least 24 h. The intravenous route results in a rapid rise in plasma con-

centration. At 50–300 mL/kg, given three times per week, there is a dose-dependent

response; above 300 mL/kg, there is no significant increase in response. The pharmaco-

kinetics profile of epoetin alfa in children and adolescents appears to be similar to that

of adults.

10.1.1.2. DARBEPOETIN ALFA

Darbepoetin alfa is a second-generation recombinant form of the renal hormone

erythropoietin, produced by Chinese hamster ovarian cells with the erythropoietin gene

inserted. The recombinant form is biologically and immunologically indistinguishable

from the native form with a molecular weight of 30,400 Dalton.

Darbepoetin alfa is available as an injectable in solutions of 25, 40, 60, and 200

µg/mL (25,63).

For the treatment of anemia in patients with chronic renal failure (both on dialysis

and dialysis-free) who are not currently receiving epoetin alfa: In adults, an initial dose

of 0.45 :g/kg iv/sc once per week. The dose must be adjusted to obtain and maintain

the desired effect. In hemodialysis patients, the median maintenance dose is 0.41 mg/kg

sc/iv once weekly (range: 0.26–0.65 mg/kg once weekly).

For anemia in patients with chronic renal failure (both on dialysis and dialysis-

free) who are receiving epoetin alfa at doses of <2500, 5000–10,000, and 34,000–

89,999 U/wk, equivalent doses of darbepoetin would be 6.25, 25, and 100 µg/wk.

For anemia in patients with nonmyeloid malignancies (not FDA approved): In a

study of adult anemia patients not receiving chemotherapy, patients responded to doses

of 1, 2.25, and 4.5 mg/kg iv/sc once per week for 12 wk. In a second study, patients

received chemotherapy 0.5, 1.5, or 2.25 mg/kg iv/sc once per week.

For all of the above treatments, patients with either hepatic or renal impairments

did not appear to require an adjustment of the dosages. Darbepoetin alfa can be adminis-

tered either intravenously or subcutaneously. With the subcutaneous route, the response

is more sustained and the peak plasma concentrations occur between 24 and 72 h after

administration. The iv route produces a more rapid peak plasma concentration. At doses

up to 0.45 mg/kg once per week, there is a dose-dependent response. The pharmaco-

kinetic profile of darbepoetin alfa in children and adolescents has not been assessed.

10.1.2. Mechanism of Action

Erythropoietin, a glycoprotein, stimulates the division and differentiation of com-

mitted erythroid progenitor cells in the bone marrow to produce red blood cells. Epoetin

alfa has the same biological activity as native compound. In adults, the majority of ery-

thropoietin is produced in the kidney and the rest by the liver. During fetal development,

the liver is the primary source of erythropoietin, and at birth production is transferred to
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the kidney. The cells that produced erythropoietin are interstitial cells of the inner

cortex that are close to the proximal tubules. As the hematocrit decreases, reducing tis-

sue oxygenation, more cells are recruited to produce erythropoietin. This production

can increase by 100- to 1000-fold. In patients with chronic renal failure, this produc-

tion is impaired leading to anemia.

10.1.3. Metabolism

The metabolism and elimination of erythropoietin and the two recombinant com-

pounds (epoetin alfa and darbepoetin alfa) are not completely known. The glycosylation

of erythropoietin prevents it from being cleared rapidly from the blood. Nonglycosy-

lated compound has a half-life in vivo of a few minutes. It is not removed by hemodi-

alysis. About 10% of the dose appears to be excreted in the urine (25,63).

10.2. Toxicology: Contraindications and Adverse Reactions (25,63)

10.2.1. Contraindications

Contraindications for epoetin alfa and darbepoetin alfa are identical.

10.2.1.1. UNCONTROLLED HYPERTENSION OR ALLERGIC CONDITIONS

These therapies should not be used in patients with uncontrolled hypertension, or

who are allergic to hamster protein, albumin, or benzyl alcohol. There is an increased

risk of thrombotic events (including myocardial infarction, seizures, stroke, or death).

10.2.1.2. HEMODIALYSIS

In hemodialysis patients, there may be a need for anticoagulation therapy during

treatment.

10.2.1.3. PORPHYRIA

This therapy is contraindicated in patients with porphyria. Patients may develop

functional or absolute iron deficiency. It is not indicated in patients with iron-deficiency

anemia or anemias due to acute or chronic blood loss. Emphasis on dietary and dialysis

requirements is important. Some patients have been reported to develop hyperkalemia.

10.2.1.4. BREAST-FEEDING

These therapies are contraindicated for pregnant patients or those who are breast-

feeding.

10.2.1.5. CONTRAINDICATED DRUG COMBINATIONS

Combinations of drugs (i.e., androgens, darbepoetin alfa, epoetin alfa) that stimu-

late erythropoiesis with epoetin alfa should be avoided.

10.2.1.6. INTERFERENCE

Interference by the following conditions has been reported: acute or chronic infec-

tion or inflammation, aluminum overload, cystic fibrosis, erythrocyte enzyme deficiency,

folate deficiency, hematological disease (e.g., thalassemia, refractory anemia, or other

myelodysplastic disorder), hyperparathyroidism, hypersplenism, occult blood loss,

osteitis fibrosa cystica, or vitamin B12 deficiency.
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10.2.2. Adverse Reactions

The following adverse reactions have been reported for both compounds: arthral-

gia, asthenia, bronchospasm, chest pain (unspecified), cough, diarrhea, dizziness, edema,

encephalopathy, erythema, fatigue, fever, headache, hypertension, infection, injection site

reaction, myalgia, myocardial infarction, nausea/vomiting, paresthesias, phlebitis, pruri-

tus, rash (unspecified), seizures, thromboembolism, thrombosis, urticaria, and weakness.

10.3. Mechanisms of Interactions

The following classes of drug may interact with erythropoietin analogs when admin-

istered concurrently:

10.3.1. Androgens

Since androgens stimulate erythropoiesis, concurrent administration can increase

the patient’s response to these therapies; reducing dosage is required. This combination

of drugs should be avoided if possible.

10.3.2. Darbepoetin Alfa, Epoetin Alfa

The combination of the two erythropoiesis stimulators should be avoided.

10.3.3. Desmopressin

Reduced bleeding time from desmopressin usage results in patients with end-stage

renal disease.

10.3.4. Probenicid, Amphotericin B

Inhibit secretion of endogenous erythropoietin.

10.3.5. Iron Supplements

Iron stores in the body must be replete. Inadequate stores will reduce the response

to these therapies.

11. DETECTION AND LABORATORY TEST INTERFERENCES

This is a brief overview of analytical approaches to detecting anabolic/androgenic

steroids in various biological samples (8).

11.1. Biosamples

The presence of androgens can be detected in samples such as whole blood, plasma,

and urine. Other matrices (tissues) for analysis of anabolic steroids can include bone,

hair, liver, cardiac and skeletal muscles, saliva, and sweat of humans or laboratory ani-

mals (rats, mice, etc.).

11.1.1. Urine

Urine provides an ideal matrix for the qualitative and quantitative determination of

androgens by providing large volumes and relatively high concentrations of the parent

compound and metabolites for analysis. Additionally, early researchers used human

male urine to isolate and purify androgen crystals. From these crystals, they were able
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to eventually identify and characterize individual hormones and their metabolites, as

well as establish their androgenic and anabolic properties. Historically, the identity of

testosterone, the prototypical anabolic steroid, was first established from crystals iso-

lated from volumes (~15 L) of human male urine. Testosterone was the most potent endog-

enous anabolic and androgenic steroid known at that time. Subsequent work showed

that DHT, the active form of testosterone in tissue, was actually more potent than testos-

terone though having the same affinity for the androgen receptor (8).

On a functional level, urinary androgens reflect an incomplete but relevant indi-

cation of endocrine secretory activity. However, care must be taken when attempting

to interpret urine androgen values since multiple sources for androgenic properties or

androgenic/anabolic effects on excretion are involved. Additionally, caution must be

used with respect to interpreting the qualitative and quantitative results for urinary andro-

gen metabolites because: (a) active parent molecules are metabolized through multiple

pathways, (b) drugs can alter androgen metabolism, and (c) foods and food supplements

can alter androgen metabolism. Other problems associated with urinary androgen assays

include the time it takes for collecting 24-h urine samples.

The ratio of concentrations for testosterone glucuronide to epitestosterone glu-

curonide (T/E ratio) in urine is the most frequently used method for establishing testos-

terone abuse in athletes (100). Results showing T/E ratios >6 have been considered

proof of past abuse of testosterone. However, questions have been raised regarding the

validity of using T/E ratios alone as a marker of testosterone abuse in urine-doping anal-

ysis since naturally occurring ratios >6 have been reported. Additionally, one must con-

sider the question whether great athletes have higher than average testosterone levels,

thereby giving rise to these higher T/E ratios. Thus, in light of these problems, the pos-

sibility of reporting false positives becomes of great concern. To address the problem,

alternative methods for determining testosterone abuse have been addressed including

urinary testosterone/luteinizing hormone ratio, hair analysis, HPLC/MS, and GC/com-

bustion-isotope-ratio mass spectrometry.

In studies conducted by Kjeld et al. (101,102), they showed that urinary uncon-

jugated testosterone, DHT, estradiol, and progesterone levels changed under various

storage conditions (temperature, presence of enzyme inhibitors, bacteriostatic agents,

and various salts). Unconjugated testosterone levels did not change when samples were

stored at temperatures of –20°C. When samples were stored at 4°C, they remained stable

for up to 5 d. However, when samples were stored at 18°C, testosterone levels were found

to increase by an average of 100% over 2–3 d, whereas DHT levels increased by approx-

imately 200%. When the samples were stored at 37°C, the rate of increase for testos-

terone was two to three times faster than when stored at 18°C. In addition, the rate of

increase of unconjugated androgens can be altered by the addition of enzyme inhibitors,

bacteriostatic agents, and various salts. Changes in sample pH were found to impact

levels of unconjugated androgens. At pH 8.6 there was no significant effect, but at pH 2,

levels of free androgens were found to increase by approximately fourfold over a period

of 10 min. Similar results were observed for estradiol and progesterone. Thus, storing

urine samples at –20°C will help preserve their profile with respect to free to glucuronidated

doping agents as well as the quality of the parent drug. This is true for the androgens,

estrogens, as well as other drugs (�-adrenoceptor agonists/antagonists, cocaine, amphet-

amines, etc.). However, when analyzing urine samples for the presence of doping agents,
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the total drug concentration is of primary interest. Nevertheless, proper storage will help

ensure high-quality samples that may be used multiple testing if the occasion arises. Fur-

thermore, it a sample is frequently used, smaller aliquots should taken and stored to pre-

vent freeze-thaw damage. Samples should never be refrozen following thawing. Thus,

when in doubt about the stability of the compound to be analyzed, the specimen should

be frozen at –20°C or less. In addition, if the specimen is a protein or peptide hormone,

the specimen should be frozen and stored at –70°C or less. It is important to note that

the specimens should be stored at a constant temperature; therefore, self-defrosting

freezers should be avoided if possible. This is especially true for protein hormones and

growth factors (8).

Independent of the type of analysis, another problem frequently encountered with

urine samples is bacterial contamination. Bacterial growth in urine can be prevented

by the addition of a general bacterial static agent such as 1% boric acid, chloroform,

or toluene.

11.1.2. Whole Blood, Plasma, and Saliva

The collection of urine over a 24-h period can be inconvenient for the individual

and often problems with renal function may contribute to erroneous results. In contrast,

the collection of plasma, its transport, and analysis are much more convenient for all

concerned (8).

In general, it is accepted that analysis of biological samples constitutes an ideal

and objective means for establishing the use of doping agents (or other drugs). Analyses

are usually preformed on urine samples by immunoassay screens, followed by GC/MS

conformation of positive specimens. However, with the advent of more sensitive tech-

niques (e.g., ELISA), analysis of plasma for specific drugs is replacing many of the

urine assays. Additionally, plasma (or serum) is ideal for pharmacokinetic studies where

repeated sampling is required over a short period of time. An example of sampling

times for bioavailability would be: 15 min before bolus IV dose of drug (time 0), fol-

lowed by postdosage times of 5, 10, 15, 30 min, 1, 2, 3, out to 72 h or greater. How-

ever, it should be noted that plasma sampling is representative of only that time in

which it was drawn due to the rapid fluctuations that occur in hormone levels or changes

in the bioavailability of doping agents following irregular dosing with various ana-

bolic cocktails.

The use of other biological specimens such as saliva and hair (see Subheading

11.6.1.3) for the analysis of anabolic steroids and other drugs of abuse has been meet

with varying degrees of success. Rantonen et al. (103) have shown that a good correla-

tion exists between plasma and saliva cortisol (r = 0.47, p < 0.001) and HGH (r = 0.59,

p < 0.001) levels in pediatric cases. However, they found that HGH levels in the saliva

were approximately 1000-fold less than that observed in the plasma.

Studies conducted by Vapaatalo et al. (104) found that when using TLC (thin-

layer chromatography) for screening saliva in test subjects for the drugs amphepramone,

amphetamine, ephedrine, and prolintane, they were only able to detect ephedrine on a

consistent basis. In contrast, urine analysis showed that all drugs and/or their metabo-

lites were present in the urine. Thus, they concluded that screening the saliva for dop-

ing agents was inferior to urine. However, in years since Vapaatalo’s study, technological

advances in instruments and analytical techniques allowed for screening the saliva for
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drugs of abuse, therapeutic drugs, and nonpeptide hormones. Hofman (105) showed

that there was generally a good correlation existing between plasma and saliva drug

levels. However, because of diurnal and monthly variations in steroid hormone levels,

multiple samples should be collected (morning and evening) to give meaningful results.

In these situations, the collection of saliva is considerably more convenient than with

plasma.

Saliva can be collected by having the individual spit into a tube or absorption onto

a cotton ball. It should be noted, however, that the collection of saliva on cotton balls

has been shown to cause significant increases in the levels of DHEA, testosterone, and

progesterone. In addition, since most of the analytes are stable at ambient tempera-

tures, samples can be shipped without refrigeration. However, since these specimens

are not sterile and are subject to degradation over time by bacteria, samples can be

sterile filtered to exclude most of the bacterial contamination.

It has been shown that salivary levels of steroid hormones and other compounds

that are protein bound in the serum reflect the unbound and active concentration of those

hormones/drugs. Furthermore, Hofman concluded that the use of saliva is an excellent

source for the detection and monitoring of hormone and drug levels that offers several

advantages (e.g., less expensive and noninvasive) over that of serum testing.

11.1.3. Hair

As of yet, hair analysis is not fully recognized by international sporting commit-

tees as an acceptable means to confirm doping abuse. However, analysis of human or

animal hair has been shown by several investigators as being a readily available sample

source that complements the analysis of more traditional sample types (e.g., urine,

serum). The testing of hair samples for the presence of anabolic substances was shown

to be comparable to results from urine samples. Additionally, hair analysis might be

useful for retesting samples for verification abuse or to distinguish between exogenous

abuses from other forms of unintentional exposure to banned substances. Unintentional

exposure to banned substances, as a result of taking legal food supplements (contain

banned substances not stated on the label), would be suspected when urine samples

were positive and hair samples were negative. In contrast, chronic abuse would be sus-

pected when both urine and hair samples are positive.

Urine drug testing has been used to monitor compliance with the banned substance

rules introduced in the mid-1970s by sports authorities. Urine is tested prior to compe-

tition, but prolonged periods (latency period) before analysis can defeat these tests.

Hair analysis, on the other hand, provides a less time-sensitive complement to the more

traditional urine analysis. In studies conducted by Gaillard et al. (106), they developed

methods for analyzing hair samples for amphetamines, anabolic steroids, and their esters

and corticosteroids.

Hair samples of 50 and 100 mg, respectively, were used to analyze for ampheta-

mines and anabolic steroids (as well as anabolic steroid esters). The procedure for anal-

ysis of amphetamines involved an initial digestion with 1 N NaOH, extracted by ethyl

acetate, derivatized by TFA, and subsequently analyzed by GC equipped with positive

chemical-ionization mass spectrometry. Analysis of anabolic steroids and their esters

was somewhat similar to that of the amphetamines. A modification of the amphetamine

procedure was used to analyze for anabolic steroids and their esters.
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For the analysis of anabolic steroids and their esters, samples digested 1 N NaOH

and highly purified using solid phase extraction on aminopropyl and silica cartridges.

Prior to injection, samples were derivatized with N-methyl-N-trimethylsilyltrifluoro-

acetamide (MSTFA). Analysis was performed on a gas chromatograph coupled to a

triple quadrupole mass spectrometer.

Results from these tests showed that amphetamines were detected more frequently

in the hair (10 out of 19 analyses) than in the urine (6 out of 30 analyses). Furthermore,

the anabolic steroids nandrolone and testosterone undecanoate were each found once

in hair (2 out of 25 analyses) whereas none were found in urine (0 out of 30 analyses).

In studies conducted by Dumestre-Toulet et al. (107), they obtained urine and hair

samples from several internationally renowned bodybuilders (who were allegedly traf-

ficking doping agents in France). Samples were analyzed by GC/MS (gas chromatog-

raphy-mass spectrometry) for anabolic compounds that included steroids and metab-

olites, �2-adenergic agonists (salbutamol [albuterol], clenbuterol), ephedrine, and other

doping agents. They detected various doping agents in the urine that included several

androgens and sympathomimetics. The androgens found were norandrosterone (seven

subjects, 4.7–100.7 ng/mL), norethiocholanolone (six subjects, 0.9–161.8 ng/mL), stan-

ozolol (four subjects, 1–25.8 ng/mL), methenolone (four subjects, 2.5–29.7 ng/mL), tes-

tosterone (seven subjects, 3–59.6 ng/mL), epitestosterone (seven subjects, 1–20.4 ng/mL).

The testosterone/epitestosterone ratio was found to be greater than 6 (four subjects,

18.5–59.6). The sympathomimetics found were ephedrine (two subjects, 29 and 36 ng/

mL) and clenbuterol (three subjects, 0.2–0.3 ng/mL).

However, analysis of hair samples showed a similar but somewhat different pat-

tern of doping agents that included the androgens nandrolone (three subjects, 1–7.5 pg/

mg), stanozolol (four subjects, 2–84 pg/mg), methenolone (two subjects, 17 and 34 ng/

mL), testosterone enanthate (five subjects, 0.6–18.8 ng/mg), and testosterone cypionate

(two subjects, 3.3–4.8 ng/mg). In addition to the androgens, they also found ephedrine

(two subjects, 0.67 and 10.70 ng/mg), salbutamol (three subjects, 15–31 pg/mg), and

clenbuterol (six subjects, 15–122 pg/mg) in the hair samples. Thus, from these results

the investigators concluded that by analyzing both urine and hair samples they were

able to confirm the usage and repetitive exposure to doping substances. Furthermore, by

analyzing hair samples concomitant with urinalysis, they were able to reveal substances

that were not detected by urine screens alone. The period of detection for different

doping agents varies depending on the sample used and drug being analyzed (Table 9).

11.2. Analytical Approaches

In a study conducted by Kintz et al. (108), they analyzed urine and hair from two

male bodybuilders by GC/MS (electron impact) for steroids abuse. The samples were

positive for nandrolone, stanozolol, and testosterone, and their respective metabolites,

thereby suggesting that hair analysis was a useful supplementary test for urine drug

testing in athletes by the IOC. Steroid concentrations in the hair were nandrolone (196

and 260 pg/mg hair), stanozolol (135 and 156 pg/mg hair), and testosterone (46 and 71

pg/mg hair). For purposes of analysis, the hair samples were decontaminated using methy-

lene chloride and approximately 100 mg was hydrolyzed by 1 N sodium hydroxide (15

min at 95°C) in the presence of deuterated internal standards. The drugs were extracted

by ethyl acetate and subsequently silylinated.
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11.2.1. Clenbuterol Analyses

Analysis of tissue and mean 24-h plasma concentrations of clenbuterol were deter-

mined by enzyme immunoassay (EIA) and confirmed by GC/MS. Comparative analy-

tical studies of both methods were conducted previously and the LODs, limits of quan-

titation (LOQs), and other parameters for both methods have been published. Both

quantitation methods were equivalent and the standard deviations of clenbuterol con-

centrations for standards and samples were less than 5%. Accordingly, rac-clenbuterol

concentrations were determined by EIA (110).

11.2.2. Enzyme Immunoassay

Analysis by EIA requires only 20 µL of plasma or tissue homogenate volume and

has sensitivity to 10 pg/mL clenbuterol. Briefly, wells of a 96-well microtiter tray are

incubated with the antibody provided with the kit (1:11 dilution) for 30 min and washed

thrice with distilled water. The wells are subsequently dried and either 20 µL of stan-

dards (0, 10, 25, 50, 100, 300, 900, 2700, and 8100 pg/mL clenbuterol) or samples are

added in triplicate. To the samples and standards, 100 µL of conjugate (1:11 dilution) is

added and then incubated for 15 min at room temperature. The contents are subse-

quently discarded, and wells are washed thrice with distilled water (250 µL), followed

by the addition of 100 µL substrate/chromogen mix. Trays are incubated at room tem-

perature in the dark for another 15 min, and the reactions terminated by the addition of

100 µL stopping reagent (sulfuric acid solution provided with the kit). Absorbances

are read within 1 h at 450 nm on a microtiter plate reader.

11.2.3. Extraction and Derivatization of Clenbuterol for GC/MS Assay

The extraction of clenbuterol from tissue homogenates or plasma is described

previously by Abukhalaf et al. (110). Briefly, 1.0 mL of clenbuterol standards (5, 50,

100, and 200 ng/mL) or samples were loaded into tubes and 25 µL of 2 µg/mL brombut-

erol (internal standard) was added to a final concentration of 50 ng/mL. Subsequently,

4 mL of 100 mM potassium phosphate buffer (pH 6.0) was added and the buffered

extracts were loaded onto pre-equilibrated solid phase silica extraction columns. The

Table 9
Period of Detection for Selected Doping Agents

Sample Routine Testing Zero-Tolerance
Agent Type Period of Detection Detection Period

Amphetamines Urine 3 days 5 days

Amphetamines Hair N/A 90 daysa

Androgens-Oral Urine N/A 21 daysa

Androgens-Injection Urine N/A 9 months

Cocaine/Crack Urine 3 days 5 days

Cocaine/Crack Hair Up to days post use 90 daysa

aTime factor depending on hair length.
Data from Aegis Sciences Corporation, http://a1.solidweb.com/ps/AegisLab...e/frm+About_Site_

Page.
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columns were then sequentially rinsed with potassium phosphate buffer (pH 6.0), 0.1 N

glacial acetic acid, and methanol, respectively. Columns were aspirated for at least 5 min

to ensure that the column bed was completely dry and all column washes were discarded.

Clenbuterol and brombuterol were eluted from the column with methylene chloride-

isopropyl alcohol-ammonium hydroxide (78:20:2 v/v/v). The addition of fresh elution

solvent (methylene chloride) to the residue ensured complete removal of water when

evaporated to dryness. To the dried clenbuterol samples and standards, 50 µL of freshly

prepared trimethylboroxine derivatizing solution (8 µmol trimethylboroxine/mL in

dry ethyl acetate) was added, and then incubated for 20 min at 60°C.

Tubes containing derivatized clenbuterol and brombuterol were allowed to cool to

room temperature, and transferred to auto-sample vials (2 µL injection volume). Analy-

sis was performed on a HP 5890 gas chromatograph equipped with a 5972 mass selec-

tive detector (MSD). The analytes were resolved with an HP 1 MS capillary column

crosslinked with 1% phenylmethylsilicone (15 m � 0.25 mm with 0.25 µm film thick-

ness). Inlet pressure programming mode was used to enhance sensitivity. The electron

multiplier was operated at 200 V above the tune value. The carrier gas used was ultra-

high-purity helium (99.99%) and splitless injection was used. The splitless valve remained

closed for 1 min and the initial inlet pressure was 25 psi. The column head pressure

was held for 0.5 min, then decreased to 16 psi at a rate of 25 psi/min, and finally main-

tained at this pressure for the duration of the analysis. This resulted in a flow rate of

1.1 mL/min during the run. The injector temperature was 280°C. The initial oven tem-

perature was 150°C and was held for 1 min; the temperature was programmed to in-

crease at 15°C/min to 215°C, and then increased to 300°C at 35°C/min, and held there

for 2 min. The total run time was 9.76 min. The transfer line temperature was held at

280°C. Selected ion monitoring was used to enhance the assay sensitivity. Under these

conditions, brombuterol and clenbuterol yielded abundant diagnostic ions with high m/z

values.

Hammond et al. (111) determined normal circulating levels of several endogenous

steroids in venous blood from human male subjects. Hormone levels were determined

by employing specific radioimmunoassays following fractionation of the steroids on

microcolumns (hydroxyalkoxypropyl Sephadex) microcolumns (Table 10).

11.3. Involuntary Doping and False Positives

Currently, the IOC does not support the use of hair analysis in screening doping

cases in athletes. The use of such a technique to augment urine analysis could prove to

be important especially in discriminating cases of involuntary doping from those of

chronic usage. For example, in cases where hair results are negative for doping agents

but urine tests are positive, acute exposure (substance introduced involuntarily through

food or beverage) rather than chronic is suggested. Additionally, in cases where urine

samples are positive for doping agents, analysis of plasma/saliva and hair samples could

be used to confirm the presence of doping agents, thereby helping to avoid reporting

false positives.

Many athletes use legal, nonprescription nutritional supplements in order to help

them in their training programs. However, in the studies conducted by Geyer et al. (49),

they showed that some dietary supplements containing Chrysin, Tribulus Terrestris,

and Guarana contained several banned substances not stated on the product label. The
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Table 10
Blood Steroid Levels in Male Subjects

     Peripheral Venous Levels      Spermatic Venous Levels

Mean Range Mean Range
Steroid ng/mL ng/mL ng/mL ng/mL

Testosterone 3.84 0.63–10.64 255.10 2.85–619.10

Dihydrotestosterone 0.19 0.07–0.28 3.74 0.04–9.71

Androsterone 0.27 0.12–0.47 0.97 0.20–2.15

Androstenedione 1.01 0.26–2.65 11.87 0.97–30.18

17�-Hydroxyprogesterone 1.04 0.48–2.20 37.33 1.68–141.00

Progesterone 0.31 0.02–0.57 10.17 1.51–33.24

Pregnenolone 1.34 0.29–2.39 10.97 0.83–30.10

Data from (110).

Chrysin-containing product contained the androgens norandrostenedione and noran-

drostenediol, whereas a Tribulus–Terrestris containing product contained the androgens

androstenedione, androstenediol, androstenediol, norandrostenedione, and norandro-

stenediol. Further investigation showed that some Guarana-containing products con-

tained the androgens androstenedione, androstenediol, testosterone, and norandroste-

nedione. Furthermore, the total amount of androgens varied significantly from capsule

to capsule, with concentrations ranging from 0.3–5000 mg per capsule. Subsequently,

when these dietary supplements were administered to healthy volunteers, all urine

samples were found to be positive for norandrosterone, a metabolite of the androgen

nandrolone. Geyer et al. (49) further reported that 3–4 h postdose norandrosterone levels

ranged between 4 and 623 ng/mL. Additionally, they reported that a female volunteer

increased her testosterone/epitestosterone ratio from 0.6 to 4.2.

Green et al. (50) showed that 11 of 12 over-the-counter dietary supplements did

not conform to labeling requirements established in 1994 by the Dietary Supplement

Health and Education Act. The supplements tested were androstenedione, androstene-

diol, and 19nor congeners (nor4 and 5androstene3, 17dione and 19nor4 and 5andro-

stene3�, 17�diol). One of the brands tested contained 10 mg of the controlled androgen

testosterone, whereas another brand was 77% higher than the amount stated on the label.

Furthermore, of 12 brands tested, 11 contained amounts less than the stated amounts.

Thus, results from these two tests showed that the labeling on dietary supplements

could not be trusted with respect to the content and/or purity. Furthermore, athletes,

sports-governing bodies, and the medical community need to know this information

because of the potential consequences (health risks, positive urine tests, etc.) that may

be encountered. Lists of banned substances can be found on the World Anti-Doping

Agency website (www.wada-ama.org).

11.4. Functional Testing

In addition, functional testing of androgenic or anabolic properties, as well as anti-

androgenic activity, can be studied in target tissues (e.g., skeletal muscle, gonadal tis-
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sue, tumors, etc.) through whole-animal models (8). Some examples of suitable animal

models for studying anabolic and/or androgenic effects are the capon’s comb and cas-

trated rats. Additionally, organ cultures and cell culture systems have been employed in

numerous experiments and tests as an aid in characterizing the effects of anabolic/andro-

genic agents. These approaches are especially helpful when trying to establish or con-

firm anabolic/androgenic activity to an unknown substance that has been characterized

by GC/MS and subsequently isolated and purified by HPLC (high-performance liquid

chromatography) (110).

An example of an organ culture system is with the fine structure of the rabbit epi-

didymis. In the absence of androgenic/anabolic steroid hormones, the cells show signs

of cellular regression (e.g., cell shrinkage, increase number of autophagic vacuoles, loss

of smooth endoplasmic reticulum, and loss of stereocilia border), whereas in the pres-

ence of the appropriate hormones, the cells retain a more normal appearance. The qual-

ity (i.e., potency) of the individual androgens can be determined in this type of culture

system by the degree of protection given against cellular regression. For example, the

potency of support in maintaining the cells in the epididymis were: 5�-dihydrotestos-

terone (DHT) � 3�-androstanediol > testosterone > 3�-androstanediol.

Cell culture models for establishing androgenic or anabolic effects can include

cultured skeletal muscle cells. Changes in cellular proteins such as the creatine kinase

mm isozyme (CKmm) and structural proteins (myosin heavy chain Types I and II) reflect

the degree of anabolism or catabolism occurring. With the use of imaging systems in

conjunction with inverted phase contrast microscopy and powerful imaging software,

changes in cell size (e.g., hypertrophy or atrophy) can be determined. Systems such as

this can also prove useful in toxicology testing where cell vitality can be addressed with

such techniques as analysis for apoptosis, trypan blue dye exclusion, changes in the

rate of cell proliferation, as well as changes in total cellular protein content. Another

advantage of in vitro testing (organ or cell culture) could be in determining the effects

of direct drug interactions on target tissues. However, when doing these kinds of tests,

it is extremely important to employ proper positive and negative controls. The negative

control is that which contains just the bare minimum to just keep the cells alive (e.g.,

defined, serum-free medium). On the other hand, positive controls are a modification

of the negative controls in which necessary growth supplements such as hormones and

growth factors are added to support proper growth. Fetal bovine serum can also be

added to support growth, but this may mask the true nature of the substances that are

being studied since the serum may contain anabolic hormones that support growth. How-

ever, the serum may be used as long as a modified negative control also contains serum.

An example of dissection medium used for the isolation of follicular cells from ovaries

would be Dulbecco’s minimal essential medium (DMEM) supplemented with 25 mmol

HEPES/L, 100 IU penicillin/mL, 0.1 ng streptomycin/mL, 50 mg gentamicin/mL, and

10 mg amphoteric in B/mL medium. An example of a medium for supporting growth

would be DMEM/Ham’s F12 medium buffered with 15 mmol HEPES/L and NaHCO3.

The medium is further supplemented with 3 mmol (l)-glutamine/L, 100 IU penicillin/mL,

0.1 ng streptomycin/mL, 2.5 mg transferrin/mL, 4 ng sodium selenite/mL, and 0.1%

(w/v) bovine serum albumin (BSA fraction V). Cell viability can be established by using

trypan blue exclusion (112).
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11.5. Laboratory Test Interferences

11.5.1. Anabolic/Androgenic Steroids

Treatment with anabolic/androgenic steroids may alter clinical laboratory test

results.

11.5.1.1. THYROID FUNCTION TESTS

Androgens have been found to interfere with thyroid function tests by causing

decreases in thyroxine-binding globulin. This interaction results in decreases in serum

T-4 levels and increases in resin uptake of T-3 and T-4. When measuring free thyroid

hormone levels, no changes were observed and no clinical evidence of thyroid dysfunc-

tion was observed.

11.5.1.2. LYSOPHOSPHATIDYLCHOLINE INTERFERENCE IN HORMONE IMMUNOASSAYS

Lysophosphatidylcholine (LPC) has been shown by Lepage et al. (1993) to inter-

fere with the formation of antigen-antibody complex in steroid hormone (aldosterone,

cortisol, and progesterone) immunoassays, causing plasma levels to be approximately

30% higher than what is actually present. Potentially, this could be true for the andro-

gens as well. It was also shown that the addition of albumin to the samples reduced LPC

interference to 7%, whereas the addition of cholesterol reduced it by 50%. Conclusions

from these tests suggested that the ratio existing between serum albumin and LPC should

be taken into account.

11.5.1.3. HYDROXYCORTICOSTEROIDS

Danazol has been reported by Konishi et al. (113) to interfere with the Porter-Silber

method for determining total urinary 17-hydroxycorticosteroids.

11.5.2. �-Adrenoceptor Agonists and Antagonists

Treatment with sympathomimetic agents (�-adrenoceptor agonists or antagonists,

amphetamines, cocaine) may alter clinical laboratory test results.

11.5.2.1. AMPHETAMINES

In general, amphetamines can cause a circadian-like increase in plasma levels of

corticosteroids, with levels being highest in the evening. Additionally, amphetamines

can potentially interfere the analysis of steroids in the urine.

11.5.2.2. PROPRANOLOL

Propranolol can cause elevated blood urea levels in patients with severe heart dis-

ease, elevated serum transaminase, alkaline phosphatase, or lactate dehydrogenase.
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1. OVERVIEW

This chapter provides an overview of theories of liability and defenses that have

emerged in drug interaction litigation in recent years, in a “case study” format. It includes

exemplary civil cases filed by individuals against physicians (Subheading 2), pharma-

cists (Subheading 3), and drug manufacturers (Subheading 4), and by a physician against

a drug manufacturer (Subheading 5). Exemplary cases of judicial scrutiny of forensic

evidence of causation in drug interaction litigation are also reviewed (Subheading 6).

Cases that do not involve drug interactions are not within the scope of this chapter.

Drug interaction law varies among jurisdictions, and within jurisdictions over

time. Accordingly, the reader is advised to consult local counsel to ascertain the law

applicable to a particular case in which the reader may be involved.

2. ACTIONS AGAINST PHYSICIANS

A civil action against a physician based on an injury allegedly caused by an adverse

drug interaction must establish that the physician owed a particular duty to the plaintiff,

the standard of care that governed fulfillment of that duty, that the physician breached

that duty, and that the breach of duty was the cause in fact and proximate cause of the

plaintiff’s injury.

A physician may be found negligent for prescribing drugs that he knows to have

potentially adverse interaction effects, failing to monitor a patient after prescribing

such drugs, and failing to warn the patient of the potential adverse interaction effects.

In Whittle v. United States, 669 F. Supp. 501 (D DC 1987), for example, a patient went

to an Army medical center for treatment of headaches and depression. She was seen
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by a psychiatric resident, who diagnosed various psychological disorders and possible

migraine headaches. He prescribed Nardil, an antidepressant monoamine oxidase inhib-

itor (MAOI), and Fiorinal, a barbiturate consisting of butalbital, caffeine, and aspirin.

She died of butalbital poisoning after a few months on these prescriptions.

The decedent’s husband filed a medical malpractice action. The undisputed evi-

dence established that MAOIs interfere with the ability of the liver to metabolize bar-

biturates, allowing the barbiturates to remain in the bloodstream at high levels for a

longer period of time; that as a result of this “prolongation” effect, taking Nardil in

combination with a barbiturate such as Fiorinal increases the possibility that a second,

supplemental ingestion of Fiorinal will push the barbiturate level in the blood to toxic

levels; and that the MAOI can convert the nontoxic Fiorinal regimen into a potentially

toxic one. The evidence also showed that because of the “prolongation” or “potentia-

tion” effect, the pharmacological literature recommends that barbiturates should be admin-

istered at a reduced dose when taken concurrently with Nardil.

The defendant physician’s records showed that he was aware of the potential

adverse interaction effects of Nardil and Fiorinal, but he testified that his intention

was to discontinue the Fiorinal when the Nardil reached therapeutic levels. The evi-

dence established that the physician had not informed the patient of potential adverse

interaction effects of these drugs, and was negligent in continuing to prescribe large

volumes of Fiorinal to the decedent at a time when she was also taking Nardil, and in

failing to take any steps to reduce or to monitor the decedent’s usage of Fiorinal at a

time when she was taking a maximum or near maximum daily dose of Nardil.

A physician may not have a duty to warn of risks of possible drug interactions

that are unproven, or where the likelihood of the risk occurring is extremely remote.

In Jones v. United States, 933 F. Supp. 894 (N.D. Cal. 1996), for example, a husband

and wife filed a wrongful birth action against the United States under the Federal Tort

Claims Act, seeking costs and damages associated with raising their daughter, alleging

that the child was born because U.S. Army doctors negligently failed to warn the mother

that Penicillin-VK, prescribed prophylactically prior to oral surgery, could interfere

with the effectiveness of her Triphasil-28 birth control pills.

The plaintiffs offered expert testimony of two expert witnesses—a board-certified

obstetrician-gynecologist and a pharmacist—to show that penicillin interferes with the

effectiveness of the birth control pills. Following a Daubert hearing, the court ruled

their testimony inadmissible. (See Subheading 6, below, for a detailed discussion of this

court’s Daubert analysis.)

Concerning the defendant physicians’ duty, the court reasoned that, under Califor-

nia law, a physician has a duty of reasonable disclosure of the available choices with

respect to a proposed therapy and of the dangers inherently and potentially involved, but

this duty does not require the physician to conduct a “mini course in medical science”

or to discuss “the relatively minor risks inherent in common procedures, when it is

common knowledge that such risks inherent in the procedure are of very low incidence.”

The physician must disclose any known risks of death or serious bodily injury, must

explain in lay terms the complications that might possibly occur, and must disclose “such

additional information as a skilled practitioner of good standing would provide under

similar circumstances.” Expert testimony as to the standard of care in this case led the

court to conclude that, because the existence of the alleged drug interaction is unproven
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and its likelihood extremely remote, the standard of care in Monterey County in 1992

did not require a warning in the extremely common practice of prescribing antibiotics.

See also Crisostomo v. Stanley, 857 F.2d 1146 (7th Cir. 1988) (action allowed to

proceed against physician who prescribed Zyloprim where physician failed to advise

patient to discontinue use if adverse reaction occurred; action against manufacturer

dismissed where plaintiff failed to establish that manufacturer knew of drug’s danger;

evidence suggested that Zyloprim may cause skin rash independently or in interaction

with ampicillin).

Where there is no specific contraindication for a possible adverse drug interaction

on the manufacturer’s label, the physician may have a viable defense to an action based

on an alleged failure to warn. In Silves v. King, 970 P.2d 790 (Wash. App. 1999), an

emergency room physician prescribed indomethacin, a nonsteroidal antiinflammatory

drug, to a patient for treatment of gouty arthritis in his toe. The physician knew the patient

was also taking heparin, an anticoagulant, for blood clotting problems, and that the Phy-

sician’s Desk Reference (PDR) advises caution when prescribing indomethacin to

patients with coagulation defects. The PDR contained no specific contraindication for

prescribing both indomethacin and heparin. Approximately 2 wk after taking both drugs,

the patient suffered pulmonary hemorrhage and was thereafter unable to return to work.

A jury found the physician had not violated the standard of care in prescribing both

drugs. The jury did find, however, that the physician had failed to obtain the patient’s

informed consent, but that her failure to obtain informed consent was not the proxi-

mate cause of the patient’s injury. The verdict in favor of the physician was affirmed

on appeal.

 In addition to possible civil litigation for negligence in prescribing drugs with

potential adverse interaction effects, a physician’s license to practice medicine may

be revoked under appropriate circumstances. In Johnson v. State Medical Board of Ohio,

1999 Ohio App LEXIS 4487 (Ohio App 1999), a physician admitted that he had, over

the years, developed a style of practice that incorporated a “poly-pharmacy” approach

to the prescription of medication, in which he would prescribe two narcotic analge-

sics, generally from different schedules, for patients with complaints of pain who he

“was sure” were not drug abusers. He testified that he instructed the patients to use the

medications only as needed for comfort and to use the lower scheduled drug when pos-

sible. He believed that his patients abided by his instructions, took the medications only

as needed, and did not abuse the medications.

The medical board’s expert testified that the practice of “poly-pharmacy” is not

appropriate; that there is no justification for prescribing narcotic analgesics and benzo-

diazepines concurrently due to the risk of additive central nervous system depressant

effects; that when prescribing two narcotics with the intention that the drugs be used

alternatively, a physician should not prescribe a complete renewal of both prescrip-

tions; that there is little therapeutic benefit in prescribing two narcotics over a long

period of years; that a physician should prescribe narcotic medications for a diagnosis

of chronic pain only after the physician has done everything that can be done in a diag-

nostic, therapeutic, and curative sense and has documented the results; and that abrupt

termination of narcotic and benzodiazepine medications, after having been maintained

on those medications for years, is dangerous because the patient may have become either

physically and/or psychologically addicted to the medications.



602                                                                               Brunette

The hearing examiner issued a report containing a detailed patient-by-patient sum-

mary of the facts concerning the medical care provided by the physician, and a patient-

by-patient summary of the testimony of the physician and the board’s expert. The examiner

concluded that the physician had demonstrated a “reckless and unjustifiable disregard”

of his patients’ obvious drug-seeking behavior, alcohol abuse, depression, and sui-

cidal tendencies, and had disregarded the advice and concerns of consultants, special-

ists, psychiatrists, psychologists, and family members. The examiner also concluded

that the physician had prescribed medications that may have caused or exacerbated the

symptoms he was treating, and failed to perform diagnostic workups to determine the

cause of his patients’ problems and/or to seek a cure for them. The examiner rejected

the physician’s testimony that he had prescribed multiple controlled substances based

on his deep concern with his patients’ well-being, noting that despite the fact that he

had maintained the patients on multiple narcotic analgesics and multiple benzodiaz-

epines for many years, he abruptly discontinued those medications without explana-

tion and without considering that the patients may have become either physically and/or

psychologically addicted to the medications. The examiner also noted that when patients

complained of symptoms that may have been indicative of serious withdrawal, the physi-

cian neither evaluated the patients nor attempted to minimize the effects of withdrawal.

The examiner recommended revocation of the physician’s license to practice medicine;

the board accepted this recommendation and revoked his license; the court of appeals

affirmed the revocation. See also Clausing v. State, 955 P.2d 394 (Wash. App. 1998)

(license revocation affirmed; physician negligently prescribed legend drugs for other

than legitimate or therapeutic purposes).

3. ACTIONS AGAINST PHARMACISTS

There are three basic views that govern civil litigation against pharmacists in juris-

dictions in the United States. One view is that pharmacists have no duty to warn their

customers of potential adverse drug interactions, and are shielded from liability under

the “learned intermediary” doctrine (Subheading 3.1). Another view is that pharmacists

have duties to their customers to the extent that they voluntarily undertake such duties

(Subheading 3.2). The third view is that pharmacists, like physicians, have a duty to

exercise ordinary care in accord with the standard of care for their profession, and are

subject to civil liability for breaching that duty (Subheading 3.3).

3.1. No Duty to Warn: Learned Intermediary Doctrine

Several jurisdictions hold that a retail pharmacy has no general duty to warn a

customer or the customer’s physicians of potential adverse prescription drug interac-

tions. The case frequently cited as the leading authority for this view—though not a

drug interaction case—is McKee v. American Home Products Corp., 782 P.2d 1045

(Wash. 1989). The court affirmed a summary judgment in favor of a pharmacist, where

the plaintiff had not filed an affidavit by a pharmacist who knew standards of practice

and care applicable to pharmacists in the state of Washington, to support his claim

that a pharmacist had a duty to warn a customer of adverse side effects of long-term

administration of Plegine, an appetite suppressant. The court held that because the

requisite affidavit had not been filed, there were no issues of material fact concerning

the pharmacist’s duty to warn, and summary judgment was therefore appropriate.
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The court went beyond its narrow holding, discussed the law of several jurisdic-

tions concerning the duty of a pharmacist to warn of adverse effects of drugs dispensed

by the pharmacist, adopted the learned intermediary doctrine for application to phar-

macists, and issued an advisory ruling that a pharmacist has a duty to accurately fill a

prescription and to be alert for clear errors or mistakes in a prescription, but has no

duty to question the judgment of a physician or to warn customers of hazardous side

effects of prescription drugs, either orally or by providing the manufacturer’s package

insert. The dissent would have remanded for trial, and for jury determination of whether

the pharmacist’s conduct violated the standard of care for pharmacists, as specified in

state statutes, regulations, and an affidavit filed by the plaintiff’s nonpharmacist medical

expert.

Various jurisprudential rationales for applying the learned intermediary doctrine

to pharmacists were summarized recently by the Massachusetts Supreme Court in Cottam

v. CVS Pharmacy, 764 N.E.2d 814 (Mass. 2002). The court reasoned that the physician

has superior knowledge of the patient’s medical history and unique condition, and is

therefore in a better position than a pharmacist to decide which information is most per-

tinent to a particular patient; that imposing a duty to warn on pharmacists would place

too heavy a burden on them by requiring that they retain and catalog every document

received concerning a drug, and assure that each document is distributed with the drug;

that requiring the pharmacist to provide warnings may cause “risk-averse” pharmacists

to institute a policy of warning a customer of all known risks, even minute or unproven

risks, which might overwhelm a patient into deciding not to take a medication prescribed

by a physician; that pharmacists do not choose which products to make available to con-

sumers, and patients do not choose which products to buy; and that a pharmacist does

not have discretion to alter or refuse to fill a prescription because the risks and benefits of

that prescription for that particular patient have already been weighed by the physician.

The doctrine was applied in Silves v. King, 970 P.2d 790 (Wash. App. 1999), in

which an emergency room physician prescribed indomethacin, a nonsteroidal antiinflam-

matory drug, to a patient for treatment of gouty arthritis in his toe. The physician knew

the patient was also taking heparin, an anticoagulant, for blood-clotting problems, and

that the PDR advises caution when prescribing indomethacin to patients with coagu-

lation defects. A pharmacist employed by the hospital dispensed the prescription, and

testified that if she had known the patient was also taking heparin she would have called

the physician, but would have dispensed the prescription if the physician advised her

to do so, because there were no specific contraindications for taking indomethacin

with heparin. Approximately 2 wk after taking both drugs, the patient suffered pulmo-

nary hemorrhage and was thereafter unable to return to work. Citing McKee v. Ameri-

can Home Products Corp., 782 P.2d 1045 (Wash. 1989), the court of appeals in Silves

ruled that the pharmacist had no duty to warn the patient of possible adverse interac-

tion effects of indomethacin and heparin, or to consult with the physician, because there

were no specific contraindications for taking both drugs.

In Johnson v. Walgreen Co., 675 So.2d 1036 (Fla. 1st D.C.A. 1996), the decedent

suffered from several health problems, had several physicians who prescribed various

medications to him, and died of multiple drug toxicity. His widow sued the pharmacy

that filled the prescriptions, alleging negligence in failing to warn of adverse drug inter-

actions. The court dismissed the complaint on grounds that the pharmacy’s sole duty
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was to accurately and properly fill all lawful prescriptions, and that it had no duty to

warn of potential adverse drug interactions.

The plaintiff in Johnson also argued that there was a private right of action against

the pharmacist under a state licensing statute that requires pharmacists, in dispensing

a prescription, to assess the prescription for potential adverse reactions and interac-

tions with other drugs, and to provide counseling to persons receiving prescriptions

if, in the exercise of professional judgment, such counseling is necessary. The court

declined to find a private right of action under the statute, but observed that a pharma-

cist is in a unique position to maintain a comprehensive record of all medications pre-

scribed to a patient, regardless of the number of physicians who may be prescribing

medications for the patient, and that recent trends in federal and state regulatory law

do require pharmacists to screen for possible drug interactions. The court concluded

that it is for legislatures, not courts, to create a private right of action against a pharma-

cist for negligence in failing to warn of potential adverse drug interactions of which

the pharmacist has knowledge. Johnson, supra.

See also Morgan v. WalMart Stores, Inc., 30 S.W.2d 455 (Tex. App. 2000) (acknowl-

edging that pharmacist’s role has changed from mere dispenser of medications to profes-

sional with vital role in patient treatment, that modern pharmacies use computer systems

that can analyze drug interactions and contraindications in seconds, and that pharma-

cists may undertake to warn customers of same, but holding that under the learned

intermediary doctrine, pharmacists have no legal duty to warn of potential adverse

effects of prescription medications, absent special circumstances not present in case).

If a pharmacy has actual knowledge of a customer’s allergies, and that the prescrip-

tion in question is likely to have adverse effects on the customer, the learned intermedi-

ary doctrine may be inapplicable, and the pharmacy may have a duty to warn a customer

and his physician of possible adverse effects of the prescription. See Happel v. Wal-

Mart Stores, Inc., 766 N.E.2d 1118 (Ill. 2002).

3.2. Voluntary Undertaking

The general rule that a pharmacist owes no duty to warn of possible adverse drug

interactions may not apply if the pharmacy voluntarily undertakes to monitor possible

drug interactions in filling prescriptions.

The “voluntary undertaking” theory of liability may, for example, impose a duty

on the pharmacy to exercise reasonable care in the implementation of a system adopted

to monitor drug interactions, and subject the pharmacy to liability for negligence, fraud,

and violation of a state consumer protection statute. See, generally, Restatement (Sec-

ond) of Torts, §§323, 324A (1965). In Baker v. Arbor Drugs, Inc., 544 N.W.2d 727 (Mich.

App. 1996), the Michigan Court of Appeals reversed a summary judgment entered in

favor of a pharmacy, and remanded for trial of the plaintiff’s claims that the pharmacy

and one of its pharmacists were negligent in the use of a prescription computer system

that the pharmacy advertised would detect drug interactions. The patient had been

taking Parnate (a monoamine oxidase inhibitor), and was prescribed Ceftin (an antibi-

otic) and Tavist-D (a decongestant) for treatment of a cold. The pharmacist who filled

the prescription testified that the computer system had detected a possible drug inter-

action, as indicated by the appearance of the letter “I” next to the price on the prescrip-
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tion label for the Tavist-D, but that she had not personally seen the report of the drug

interaction because a pharmacy technician overrode the computer system. The phar-

macist testified further that she knew that Parnate and Tavist-D should not be taken

together, and had she known that the patient was taking Parnate, she would not have

filled the prescription for the Tavist-D. The court reasoned that the pharmacy had

voluntarily assumed a duty to monitor drug interactions in the prescriptions it filled by

implementing the computer system, and advertising to the general public that its compu-

ter system would detect harmful drug interactions for its customers. In assuming this

duty, the pharmacy is held to a standard of due care in the implementation of the sys-

tem, and it was for a jury to determine whether the pharmacy breached this duty and was,

therefore, negligent under the circumstances. The court also ruled that the case could

go to trial on the claims under the Michigan Consumer Protection Act, and for fraud.

See also Sanderson v. Eckerd Corporation, 780 So.2d 930 (Fla. App. 2001) (adopted

“voluntary undertaking” theory in action against pharmacy alleging negligent use of

advertised drug interaction system).

Even under the “voluntary undertaking” theory, however, the extent of the phar-

macist’s duty will be limited to the extent of the undertaking. In Frye v. Medicare-Glaser

Corporation, 605 N.E. 2d 557 (Ill. 1992), a decedent’s estate alleged that a pharmacy

and pharmacist negligently undertook to warn the decedent of the dangers of combin-

ing his prescription for Fiorinal with alcohol. The pharmacy’s computer system gener-

ated suggestions for discretionary warnings that a pharmacist may place on the prescrip-

tion container, and here suggested three warning labels—one to warn about drowsiness,

another to warn about the use of alcohol with the drug, and a third to warn about impair-

ment of the ability to drive. The pharmacist who filled the prescription testified that

she knew of possible adverse effects of the interaction of alcohol and Fiorinal, but she

did not include a warning about these effects because she thought the label would offend

people and cause them to drink, and she had been “chewed out” in the past for placing

this label on prescription containers.

The Illinois Pharmacists Association and the National Association of Boards of

Pharmacy filed Amicus Curiae briefs in the case, urging the Illinois Supreme Court to

impose an affirmative duty on pharmacists to counsel consumers on the dangerous

effects of prescription drugs, and arguing that the “learned intermediary” doctrine,

which generally imposes the duty to warn on physicians, should not prevent the Court

from also imposing a duty to warn on pharmacists. The Court declined to address this

issue in its ruling, because neither party had argued for the imposition of such a duty.

The Court ruled that the pharmacists’ duty was limited to the extent of their undertak-

ing, which in this case consisted only of placing a warning that the prescription may

cause drowsiness. The Court declined to rule that the pharmacy had undertaken a duty

to warn of all possible interaction effects by using a computer system that warned of

only some possible interaction effects, but did not warn of other possible interaction

effects with, e.g., aspirin, caffeine, or barbiturates, and other central nervous system

depressants. The Court reasoned that if it imposed a broad duty to warn under the “vol-

untary undertaking” theory, pharmacies might choose to provide no warnings rather

than risk being found negligent in providing incomplete warnings, and this would not

support a public policy of encouraging pharmacies to undertake to provide warnings.
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The court reasoned further that consumers should rely principally on the prescribing

physician to warn of all possible drug interaction effects, not on their pharmacies. A

dissenting opinion in the case would not have restricted the “voluntary undertaking”

theory in this manner, and would have allowed the case to go to trial on the issue of

negligence.

Defining the scope of the duty assumed by a pharmacy under the “voluntary under-

taking” theory is a fact-specific inquiry, based on the totality of the pharmacy’s commu-

nications with the patient, and the patient’s reasonable understanding, based on those

communications, of what the pharmacy has undertaken to provide. Providing a label

containing a single warning of a single risk may not be reasonably construed as an

undertaking to warn of all adverse effects, but where a pharmacy provides a detailed list

of warnings, contraindications, or possible adverse interactions—or by way of advertis-

ing promises a consumer that it will provide such information—the pharmacy may he

found to have a duty to provide a comprehensive list of possible adverse drug interac-

tions. See Cottam v. CVS Pharmacy, 764 N.E.2d 814 (Mass. 2002).

Expert testimony may not be necessary to establish the extent of a pharmacy’s

undertaking, or negligence in failing to warn of possible adverse drug interactions, where

the pharmacist’s specialized or technical knowledge or performance are not at issue.

Where the issues involve only whether a pharmacy made representations that would

be deemed an undertaking of a duty to warn, or whether the warning was understand-

able by a reasonable person, a jury may be allowed to determine these issues without the

assistance of expert testimony. See Cottam v. CVS Pharmacy, 764 N.E.2d 814 (Mass.

2002).

3.3. Reasonable Care Required

An increasing number of jurisdictions are holding pharmacists to the professional

standard of care that applies to any profession. In Lasley v. Shrake’s Country Club Phar-

macy, Inc., 880 P.2d 1129 (Ariz. 1994), the Arizona Supreme Court reversed a trial court’s

ruling that a pharmacy has no duty to warn as a matter of law, and ruled that a pharmacy

owes its customers a duty of reasonable care to warn of potential adverse drug interac-

tions. The patient had been prescribed Doriden and codeine for approximately 30 yr,

received his prescriptions from the defendant pharmacy for approximately 10 yr, and

eventually required in-patient hospitalization for Doriden detoxification, and psychi-

atric treatment for addiction, major clinical depression, and related disorders. He and

his family complained that the pharmacy owed a duty of reasonable care in, inter alia,

advising customers and physicians of potential adverse drug interactions, and relied on

an affidavit of an expert and standards of the American Pharmaceutical Association

Standards of Practice for the Profession of Pharmacy, to show that the standard of care

for pharmacists includes a duty to advise customers of the highly addictive nature of

prescribed drugs, and of the hazards of ingesting two or more drugs that adversely inter-

act with one another. The trial court dismissed the complaint, on grounds that a phar-

macy has no such duty.

The Arizona Supreme Court reviewed authority from the majority of jurisdictions,

which hold that a pharmacy has no duty to warn, under various factual circumstances.

The Court rejected this majority view, reasoning that it misconstrues the relationship

between “standard of care” and “duty” in tort law, in that it first determines details of
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the standard of conduct for pharmacies, and then concludes that a duty to warn does not

exist. The Court reasoned that the threshold question is, instead, whether a duty exists

as a matter of law. If the court finds that a duty exists, the second inquiry is whether a

defendant who owed a duty to a plaintiff violated the standard of conduct applicable

to the field.

Applied to the facts in the case, the court ruled as a matter of law that a pharmacy

owes a duty of reasonable care to its customers, and found that the evidence presented

to the trial court—consisting of the affidavit and standards described above—was

sufficient to raise a question of fact as to whether the pharmacy violated the standard

of care in failing to warn its customer of potential adverse interactions and addiction.

Similarly, in Dooley v. Revco Discount Drug Centers, Inc., 805 S.W.2d 380 (Tenn.

App. 1990), a 5-yr-old, who had been taking Theophylline for 2 yr for treatment of

asthma, was prescribed erythromycin by the same physician, and the prescription was

filled by the same pharmacy. The erythromycin package insert warned of possible theo-

phylline toxicity in patients prescribed erythromycin, and advised that theophylline

dosages be reduced if erythromycin is prescribed. The pharmacy did not warn the plain-

tiffs of this possible interaction, and the pharmacist who filled the prescription testi-

fied that he was not aware of it. The patient suffered cerebral seizures as a result of toxic

levels of theophylline after the erythromycin was introduced.

The plaintiff introduced an affidavit and testimony of an expert pharmacist, who

stated that the standard of care for pharmacists in the locale required them to maintain

a patient profile and alert a patient and his physician when a prescription is ordered

for a drug that may adversely interact with another prescription of the patient, and that

there exists computer technology that allows pharmacists to identify potential adverse

drug interactions, and specifically the adverse interaction between theophylline and

erythromycin. The court ruled that this evidence raised a question of fact as to whether

the pharmacy owed a duty to its customers, including the plaintiff, to discover and warn

of potential adverse drug interactions, and ordered the case to go to trial.

In Horner v. Spolito, 1 S.W.3rd 519 (Mo. App. 1999), a pharmacist filled two

prescriptions for a customer—one for 50 750-mg doses of Placidyl, a strong hypnotic

drug, which the prescribing physician instructed to be taken once every 8 h; the other

for 50 10-mg doses of diazepam, a central nervous system depressant, which the pre-

scribing physician instructed to be taken once every 8 h. Before filling the prescriptions,

the pharmacist consulted Facts and Comparisons, an authoritative pharmacy manual,

which indicated that the normal dose for Placidyl was one 500-mg dose or one 750-mg

dose before bedtime. The manual also warned that the drug’s effects were enhanced

when combined with other central nervous system drugs, such as diazepam.

Concerned about the prescribing physician’s instructions, the pharmacist called

his office and was told the prescription was “okay” because the patient “needed to be

sedated throughout the day.” The pharmacist filled the prescriptions; the patient was

found dead 6 d later; the autopsy revealed that death was caused by multiple medica-

tions, especially Placidyl (ethchlorvynol), which was “near the toxic range.”

The trial court granted summary judgment in favor of the pharmacist, ruling that

he owed no duty to the patient other than to properly fill a legal prescription that had

no discrepancies on its face. The Missouri Court of Appeals reversed and remanded

for trial, ruling that a pharmacist—like any other professional—has a duty to exercise



608                                                                               Brunette

the care and prudence that a reasonably careful and prudent pharmacist would exercise

under the circumstances, and it is up to the jury to determine whether a pharmacist

breached that duty in a particular case. That duty may require only that the pharmacist

properly fill a legal prescription in some cases, but in others it may require the phar-

macist to do more to protect customers from risk that the pharmacist can reasonably

foresee. The court relied on state law governing the practice of pharmacy (Mo. Rev.

Stat. §338.010.1), and state and federal law and regulations that require a pharmacist

to offer to discuss with each customer or his physician the safe and effective use of a

prescription drug, based on the pharmacist’s education, experience, and review of

available information about the drug and the patient. The court noted that the federal

Omnibus Budget Reconciliation Act of 1990 required states to establish standards for

pharmacists to provide such counseling to customers and prescribing physicians. See

Kenneth R. Baker, The OBRA 90 Mandate and Its Developing Impact on the Pharma-

cist’s Standard of Care, 44 Drake L. Rev. 503 (1996).

See also Happel v. Wal-Mart Stores, Inc., 766 N.E.2d 1118 (Ill. 2002) (pharmacy

may have duty to warn of possible adverse reactions where pharmacy has actual knowl-

edge of customer’s condition and that prescription is contraindicated).

Compare, Morgan v. WalMart Stores, Inc., 30 S.W.2d 455 (Tex. App. 2000) (acknowl-

edging that pharmacist’s role has changed from mere dispenser of medications to pro-

fessional with vital role in patient treatment, that modern pharmacies use computer

systems that can analyze drug interactions and contraindications in seconds, and that

pharmacists may undertake to warn customers of same, but holding that under learned

intermediary doctrine, pharmacists have no legal duty to warn of potential adverse effects

of prescription medications, absent special circumstances not present in case).

A pharmacist may, of course, have a duty to warn of interaction effects if the phar-

macist prescribes the remedy. In a case from the archives, Fuhs v. Barber, 36 P.2d 962

(Kan. 1934), a physician had prescribed a lead-based ointment for treatment of a skin

irritation. When the patient returned to the pharmacist for a refill, the pharmacist rec-

ommended a sulphur-based ointment he had invented. The plaintiff’s skin turned black

from the reaction of the lead and sulphur. The Kansas Supreme Court held the phar-

macist had a duty to warn of the possible interaction.

4. ACTIONS AGAINST PHARMACEUTICAL MANUFACTURERS

If a pharmaceutical manufacturer has complied with federal legislative and regu-

latory requirements for testing and labeling a drug, and if the label provides adequate

warnings of all known potential adverse interaction effects, the manufacturer may be

shielded from liability under the learned intermediary doctrine (Subheading 4.1). If

the manufacturer has been negligent in the testing, manufacturing, or marketing of the

drug, the manufacturer may be liable to a consumer for this negligence or strict liability

(Subheading 4.2). Where circumstances warrant, a manufacturer may face challenges

under various other theories of liability, such as breach of implied warranty, breach of

express warranty, fraud, negligent misrepresentation, fraud by concealment, civil con-

spiracy, and concert in action (Subheading 4.3). Theories of liability are typically in-

corporated in a single action, and variations in state law may produce different legal

tests, and different outcomes under similar circumstances. The following discussion
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is not intended to explain peculiarities of state law in these areas. Rather, it reports the

law as stated in the drug interaction cases within the scope of this chapter. The reader

is advised to seek local counsel in the jurisdiction in which an action is filed for a

review of the law applicable to the action.

4.1. Learned Intermediary

In Eck v. Parke, Davis & Co., 256 F.3d 1013 (10th Cir. 2001), a patient and his

family filed a product liability action against the manufacturers of two prescription drugs

—Isocet and Dilantin. The plaintiff’s physician had prescribed Isocet to the patient to

treat his complaints of tension headaches in 1994 and 1995. In 1997, the patient was

referred to an epilepsy specialist who prescribed Dilantin to control the patient’s sei-

zures. The first physician was involved in administering and monitoring the levels of

Dilantin. While taking the Dilantin, the patient experienced a tension headache and

took two Isocet tablets from his earlier prescription, and shortly thereafter was diag-

nosed with acute liver failure. The epilepsy specialist testified that she was aware of

the medical risk of the interaction of Isocet and Dilantin, but still would have prescribed

Dilantin because of the greater risk posed by the patient’s seizures. The court held that

the plaintiffs failed to controvert this testimony, that the defendant manufacturers were

shielded from liability under the “learned intermediary doctrine,” and that any failure to

warn on the part of the defendants was therefore not the proximate cause of Mr. Eck’s

liver failure.

The plaintiffs had alleged that the defendant manufacturers had failed to label

their products with adequate warnings of Dilantin’s propensity to interact with acetamin-

ophen, placed defective and unreasonably dangerous products in the marketplace that

caused Mr. Eck’s liver failure, and were negligent in the designing, testing, warning,

and marketing of their products through their failure to provide adequate instructions

or warnings, and by misrepresenting the safety of their products when used in conjunc-

tion with one another.

Applying Oklahoma law, the court reasoned that, in order to recover in a failure

to warn case against a drug manufacturer, a plaintiff must establish both cause-in-fact

(that the product in question caused the injury) and proximate cause (that the manufac-

turer of the product breached a duty to warn of possible detrimental reactions, and this

breach was a substantial contributing factor in causing the harm). Under Restatement

(Second) Torts § 402A comment K, certain products, including prescription drugs, are

“unavoidably unsafe products” that cannot be made completely safe, but serve a public

benefit, so drug manufacturers cannot be held strictly liable merely because of the dan-

gerous propensities of their products. Although the manufacturer has a duty to warn

ultimate consumers of known dangers of prescription drugs and their interactions, there

is an exception to this duty—the “learned intermediary doctrine”—under which the

manufacturer is shielded from liability where the product is properly prepared and mar-

keted and proper warning is given to prescribing physicians. The prescribing physician

acts as a learned intermediary between the patient and the prescription drug manufac-

turer by assessing the medical risks in light of the patient’s needs.

See also Ashman v. SK&F Lab Co., 72 F. Supp. 1401 (N.D. Ill. 1988) (learned inter-

mediary doctrine shielded manufacturer from liability for injury resulting from physician’s

failure to warn of possible adverse interaction of Tagamet and Halcion; manufacturer’s
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label included warning of possible adverse interaction); Cottam v. CVS Pharmacy,

764 N.E.2d 814 (Mass. 2002) (learned intermediary doctrine is exception to general

rule that manufacturer or retailer of unavoidably dangerous product must directly warn

all foreseeable consumers of dangers of its product; rationale for doctrine is that phy-

sicians have duty to inform themselves about drug and warn patients of dangers they

deem necessary and relevant for patients to make informed decision; requiring manu-

facturer to provide warnings directly to consumer would interfere with doctor–patient

relationship); Singleton v. Airco, Inc., 314 S.E. 2d 680 (Ga. App. 1984) (though not

invoking learned intermediary doctrine, court ruled that manufacturer has duty to warn

only physician, and that warnings of risks of interaction of Anectine (succinylcholine

chloride) and Ethrane (enflurane) were adequate; summary judgment in favor of manu-

facturers affirmed).

The learned intermediary doctrine may not shield a manufacturer from liability

where the warning to the medical community was not timely, or was delayed for an

unreasonable time after the manufacturer learned of the product defects. In Linnen v.

A. H. Robbins Company, Inc., 1999 Mass. Super LEXIS 552 (1999), the court declined

to enter summary judgment in favor of the manufacturer of fen-phen (fenfluramine and

phentermine) under the learned intermediary doctrine, where the evidence suggested that

the manufacturer had actual knowledge of the risk of pulmonary hypertension associated

with the drugs for more than 1 yr before it changed its package insert to advise physi-

cians of this risk, and there was, accordingly, a question of fact as to whether the physi-

cian would have warned her patient of this risk before prescribing the drug. The patient

died of pulmonary hypertension, allegedly as a result of using the drugs.

4.2. Negligence and Strict Liability

In Bocci v. Key Pharmaceuticals, Inc., 974 P.2d 758 (Or. App. 1999), a patient

who suffered permanent brain damage due to theophylline toxicity caused by interac-

tion of theophylline (an asthma medication) and ciprofloxican (an antibiotic frequently

prescribed to asthmatics for respiratory infections), filed an action against the physi-

cian who prescribed theophylline for negligence and failure to diagnose, and against

the pharmaceutical company for negligence and strict products liability. The claim

against the physician was dismissed; the claim against the pharmaceutical company

was resolved at jury trial in favor of the patient. The findings of fact of the case are

complex, but necessary for review in order to understand the court’s disposition of the

case.

The court in Bocci found that the drug theophylline is a bronchodilator that has

been used to treat asthma for many decades. Theophylline has a narrow therapeutic

range: in order to prevent asthma symptoms, the serum levels of the drug in the blood

generally must be at least 10 µg/mL, but serum levels above 20 µg/mL can be toxic.

Saturation kinetics play a part in the way in which this drug may be metabolized; when

the level of the drug in the body increases but the liver’s ability to metabolize it does

not increase, or when the amount of the drug entering the body stays the same but the

liver’s ability to metabolize it decreases for some reason, saturation can occur. This

causes the serum levels of theophylline in the blood to increase. The ability of a body

to metabolize theophylline may be affected by many things, such as smoking or the

presence of a virus. Interactions between theophylline and other drugs may cause a
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body to metabolize theophylline at a slower rate, thus increasing the serum levels of

theophylline in the blood and leading to theophylline toxicity. Theophylline toxicity

can cause nausea, vomiting, headaches, diarrhea, tachycardia, seizures, and death.

Before the 1970s, theophylline therapy was difficult because a great deal of moni-

toring and adjustment of dosage was necessary to keep stable the amount of the drug

in a patient’s blood at any given time. In the 1970s, Key introduced a new theophylline

product, Theo-Dur, a timed-release capsule that it claimed had zero-order absorption.

Zero-order absorption occurs when a drug is constantly absorbed by the system and elim-

inated at the same rate, thus keeping the serum levels of the drug in the blood stable.

Key promoted Theo-Dur as being safer than other theophylline products; because of its

zero-rate absorption, Key claimed, the risk of “toxic peaks” could be avoided. Key

aggressively promoted Theo-Dur to physicians through sales representatives, journal

advertising, and direct-mail campaigns. Promotional materials also urged patients,

physicians, and pharmacists not to accept generic or brand-name substitute theophyl-

line products, as switching from Theo-Dur could cause “excessive toxicity.” In 1987,

the Food and Drug Administration (FDA) informed Key that it must cease claiming

that Theo-Dur was superior to other theophylline products because of zero-order absorp-

tion, because the claim was not sufficiently supported by clinical data. In 1989, the

FDA again found that Key was making false and misleading claims that Theo-Dur was

superior to other theophylline products.

In October 1987, Key became aware of several medical journal articles report-

ing a drug interaction causing theophylline toxicity when both theophylline and cipro-

floxacin, a newly available antibiotic often used to treat respiratory tract infections

common among asthmatics, were administered. A Key internal memorandum dated

October 30, 1987, stated: “Ciprofloxacin produces a 30–113% decrease in theophylline

clearance. These effects are significant enough to cause a patient that is stabilized on

theophylline to potentially become toxic.” In March 1988, Key proposed to the FDA

that a warning be added to its Theo-Dur package insert concerning the interaction

between theophylline and ciprofloxacin. Key’s application for the labeling change, how-

ever, was not submitted in proper form, and it was not until March 1989 that the label-

ing change was approved. The labeling change was not reflected in the 1990 volume of

the PDR, although it was included in a May 1990 PDR supplement.

Information such as a warning about theophylline–ciprofloxacin interaction is

generally imparted to the medical community by drug manufacturers through “Dear

Doctor” and “Dear Pharmacist” letters or statograms, through promotional materials

sent to physicians, or through representatives of pharmaceutical companies (detailers)

who call on physicians. Federal regulations allow for distribution of such warnings to

physicians before revised labeling is approved by the FDA, and also allow a pharma-

ceutical company to change its labeling without preauthorization from the FDA in order

to add warnings, precautions, or information concerning adverse reactions.

Between October 1987, when Key became aware of the theophylline–ciprofloxa-

cin interaction, and Bocci’s injury in October 1990, Key took no steps to inform physi-

cians or patients of this potential toxicity problem, although it knew of several cases

of serious toxicity and one death caused by the interaction of theophylline and cipro-

floxacin. During this period, Key continued to promote Theo-Dur as the only theophyl-

line product that “protects against toxicity.”
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Bocci began taking Theo-Dur when he was 7 yr old. On October 21, 1990, when

Bocci was 20 yr old, he went to a medical clinic for treatment of a skin rash and was

treated by Dr. Davis. Bocci indicated to Dr. Davis that he was not taking any medica-

tions, although he was taking 900 mg of Theo-Dur a day. Dr. Davis prescribed cipro-

floxacin for the skin rash; Bocci took both ciprofloxacin and Theo-Dur from October

21 to October 26, 1990. On October 27, 1990, Bocci went to an urgent care clinic with

symptoms including nausea, vomiting, and diarrhea, and was seen by Dr. Edwards. Dr.

Edwards discovered that Bocci had been on a stable dose of Theo-Dur for a long time,

and, although he considered a diagnosis of theophylline toxicity, he did not diagnose

that condition, and did not consult the PDR or the PDR supplement. Dr. Edwards did

not think that a patient on a stable dose of Theo-Dur could experience severe theophyl-

line toxicity that could lead to brain damage unless the patient had taken an overdose,

because Theo-Dur had been marketed and promoted to him as a “safe” drug. The

detailer who had promoted the drug to Dr. Edwards and clinic in 1989 and 1990 testi-

fied that he would routinely tell physicians that Theo-Dur had zero-order absorption

and that it was safe.

Dr. Edwards testified that he did not make a connection between a patient on a

stable dose of a safe drug such as Theo-Dur and a serious toxicity problem. He there-

fore diagnosed gastroenteritis, treated Bocci with antinausea medication and intrave-

nous fluids, and then sent him home. Several hours later, Bocci had violent seizures

and was taken to a hospital emergency room. Anticonvulsant medications were admin-

istered but failed to control the seizures, and the physicians attending him had diffi-

culty diagnosing the cause of the seizures. Late that evening, after learning that Bocci

had been taking asthma medication, they tested for theophylline toxicity and discov-

ered that Bocci’s theophylline level was 63 µg/mL, well into the toxic range. The theo-

phylline was removed from Bocci’s blood through dialysis and the seizures ceased,

but Bocci suffered permanent brain damage as a result of the seizures.

A number of physicians testified about their knowledge and understanding of Theo-

Dur as of October 1990, when Bocci sustained his injury. Those physicians did not

know about the theophylline–ciprofloxacin interaction and did not know that patients

stabilized on standard doses of Theo-Dur could experience toxicity problems causing

severe seizures such as those experienced by Bocci. Those physicians did not know that

blood levels of theophylline should be obtained on patients using theophylline products

if the patients experienced nausea and vomiting.

On Bocci’s claims, the jury returned a verdict finding that Key was 65% at fault

and Bocci was 35% at fault. On Dr. Edwards’ cross-claims, the jury found that Key was

negligent and that Key’s negligence caused Edwards’ damages and found that Key

had made fraudulent misrepresentations to Dr. Edwards that caused him damage. The

jury further found that Key caused 100% of Dr. Edwards’ damages. The jury also found

clear and convincing evidence that Key had acted with wanton disregard for the health

and safety of others and had knowingly withheld from or misrepresented to the FDA

or prescribing physicians information known to be material and relevant to theophyl-

line toxicity, in violation of applicable FDA regulations. The court entered a judgment

in Bocci’s favor including compensatory damages of $5,621,648.20 and punitive dam-

ages of $35 million, and in Dr. Edwards’ favor for compensatory damages of $500,000

and $22.5 million in punitive damages.
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Failure to comply with state or federal regulations governing the testing, manufac-

turing, and marketing of drugs may establish a prima facie case of negligence. Batteast

v. Wyeth Laboratories, Inc., 526 N.E.2d 428 (Ill. App. 1988) (the manufacturer was

sued for negligence, strict liability, and willful and wanton conduct; physicians were

sued for negligence and willful and wanton conduct). In Batteast, the defendant began

manufacturing aminophylline suppositories in 1945, at which time correspondence

from the FDA indicated that the suppositories would not be considered a new drug. The

manufacturer received no written or verbal FDA approval following this correspon-

dence, and introduced no other evidence that the drug was ever approved for safety.

Prior to 1975, the defendants conducted two animal studies on the suppositories, and

one human study of absorption rates of the suppositories with a cocoa butter base vs a

hydrogenated base. The defendant ceased manufacturing the aminophylline supposi-

tories in 1982, without ever having received FDA approval for marketing the drug and

without ever having established the safety and efficacy of the drug, but continued to dis-

tribute aminophylline suppositories manufactured by another pharmaceutical company.

In 1972 and 1973, the FDA published two notices stating that aminophylline

suppositories require an approved New Drug Application (NDA), and that it would be

unlawful to ship suppositories that were not subject to an NDA. The defendant did not

respond to these two notices. In 1974, the FDA published a third notice concerning the

manufacturing and distribution of aminophylline suppositories, requiring submission

of either an NDA or an ANDA (Abbreviated New Drug Application) by drug manufac-

turers. The defendant filed its first ANDA with the FDA for approval of its drug in

response to this notice. The FDA replied to the application with a notice that biologic

availability studies were required before the suppositories could be approved for mar-

keting, and a suggestion that a research protocol be submitted prior to initiation of any

studies. The defendant did not submit a protocol in response to this request, received

a second request 1 yr later, became aware that its ANDA for the aminophylline suppos-

itories would be rejected, but continued marketing the drug until its ANDA was offi-

cially rejected by the FDA in 1983. The court ruled that evidence of this chronology

was admissible as proof of negligence under state law, which provided that violation

of a statute or ordinance designed to protect human life or property is prima facie evi-

dence of negligence. The court rejected the defendant’s argument that the FDA regu-

lations were not intended to protect the infant plaintiff. Batteast v. Wyeth Laboratories,

Inc., 526 N.E.2d 428 (Ill. App. 1988).

A drug may be deemed unreasonably dangerous because of the absence of an ade-

quate warning or sufficient information accompanying the product, because the product

may be “unavoidably unsafe” without such warning or information. Batteast v. Wyeth

Laboratories, Inc., 526 N.E.2d 428 (Ill. App. 1988) [See Restatement (Second) of Torts

§ 402A, comment k (1965)]. The determination as to the adequacy of warnings that

are included in a package insert of a drug distributed to the medical profession is a

question that is within the province of the trier of fact. In Batteast, the court found the

evidence sufficient to support the plaintiffs’ contention that a manufacturer’s amino-

phylline suppositories were unreasonably dangerous due to the lack of adequate warn-

ings accompanying the product. Numerous communications from the FDA concerning

risks of the product, and requests that the manufacturer change its package insert to

advise physicians of those risks, established that the manufacturer was aware of cer-
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tain risks involved in administering aminophylline suppositories to children but failed

to warn the medical profession of those risks. Specifically, the court found that the

package insert failed to warn physicians of the following risks: (a) severe intoxication

and death have followed rectal administration because of hypersensitivity or overdos-

age; (b) adverse reactions include circulatory failure and respiratory arrest; (c) absorp-

tion from rectal administration is unreliable and there is great variation from patient to

patient in dosage needed in order to achieve a therapeutic blood level; (d) when pro-

longed or repeated use is planned, blood levels must be monitored to establish and

maintain an individualized dosage; (e) toxic synergism may result when aminophyl-

line is combined with other sympathomimetic bronchodilator drugs; (f) tonic and clonic

convulsions are an adverse reaction to the use of aminophylline treatment; (g) indica-

tions of aminophylline poisoning are often masked by the patient’s other symptoms;

(h) no formal recommendation had ever been made concerning the advisability of

cutting any dosage of an aminophylline suppository in half; and (i) enemas should be

utilized for rectally administered overdosage.

The Batteast court reasoned further that full and complete disclosure concerning

the potential adverse reactions of a drug is necessary to enable a health care provider

to render an informed decision regarding utilization of the drug, and that in this case the

lack of knowledge of these warnings seriously impaired the treating physician’s ability

to properly formulate a risk benefit analysis for the drug aminophylline, to determine

whether aminophylline should be utilized, and to institute appropriate measures to

ensure that the drug was used effectively and safely. The court concluded that the warn-

ings contained in the package insert distributed with the defendant’s aminophylline

suppositories were clearly inadequate for the medical profession as a whole, and specifi-

cally for the plaintiff’s physician.

Even if a drug is found to be unreasonably dangerous, its defective condition must

be established to be a proximate cause of the injury before a plaintiff can recover. Bat-

teast v. Wyeth Laboratories, Inc., 526 N.E.2d 428 (Ill. App. 1988). A proximate cause

of an injury is any cause that, in natural or probable sequence, produced the injury. It

need not be the only cause, nor the last or nearest cause; it is sufficient if it concurs

with some other cause acting at the same time, which in combination with it, causes the

injury. In Batteast, the evidence supported a jury finding that the manufacturer’s dis-

tribution of an inherently dangerous drug, without obtaining FDA approval and without

providing instructions or warnings of possible adverse interaction effects, was the proxi-

mate cause of the plaintiff’s injury. The treating physician testified that he would not

have ordered the defendant’s aminophylline suppositories for the infant plaintiff if he

had been made aware of the risk of death to children from hypersensitivity to the drug,

or if he had known of the potential dangers listed in the “Adverse Reactions” section

of FDA guidelines that were not incorporated into the manufacturer’s labeling. The

physician testified further that when he was treating the infant, he was not aware of

the patient-to-patient variation in absorption of aminophylline, and that if the manu-

facturer had alerted him to this fact, and of the difference in dosages necessary to

achieve the therapeutic range, he would have been able to treat the infant with individ-

ual dosages monitored by blood studies. Under these circumstances, and the fact that

other causes may have contributed to the infant’s injury did not absolve the manufac-
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turer of liability for its failure to market the drug in a safe condition through the utiliza-

tion of adequate warnings, and a jury finding that the failure to provide such warnings

was the proximate cause of the infant’s injuries was reasonable. Batteast v. Wyeth Labor-

atories, Inc., 526 N.E.2d 428 (Ill. App. 1988).

A manufacturer will not be liable if the plaintiff fails to establish that the defen-

dant’s drug was the proximate cause of the plaintiff’s injury. In Haggerty v. The Upjohn

Company, 950 F. Supp. 1160 (S.D. Fl. 1996), for example, the plaintiff failed to estab-

lish causation where the plaintiff’s expert failed to rule out other possible causes of the

plaintiff’s behavior, including, inter alia, that the plaintiff’s injuries—incurred when

the plaintiff jumped from a balcony—may have been caused by the plaintiff’s con-

sumption of alcohol and an unknown number of Valium tablets, along with one tablet

of Halcion manufactured by the defendant, before he jumped from the balcony. (See

detailed discussion of the court’s Daubert analysis in Subheading 6, below).

Causation will not be established of the evidence shows that the patient knew of

the risk of adverse drug interaction, but consented to take the drug after having been

informed of the risk. See Eck v. Parke, Davis & Co., 256 F.3d 1013 (10th Cir. 2001)

(evidence established that defendant’s drugs interacted to cause a patient’s liver failure,

but manufacturer was not liable because evidence also established that patient was

aware of risk of drug interaction but decided to take drug despite risk).

Where a person’s death may have been caused by taking excessive doses of a com-

bination of prescribed pain medications, the fact that the patient took excessive doses

may not bar a plaintiff’s recovery where the evidence establishes that it is not unusual

for a patient in extreme pain to take more than the prescribed dosage, and that a physi-

cian may even have verbally advised the patient to take more then the prescribed dos-

age if necessary to alleviate the pain. In Dean v. K-Mart Corp., 720 So.2d 349 (La. App.

1998), a patient died from respiratory failure due to the combination of prescribed opi-

ates, benzodiaprezines and propoxyphene, which the patient was taking to alleviate the

pain from a work-related injury. The court ruled that even if the patent were taking

excessive doses, this would not break the causal chain between his work-related injury

and his death from the prescribed medications. One caveat: this was a workers’ compen-

sation case, in which a claimant must establish causation but need not establish fault

on the part of the defendant in order to receive benefits. It may have limited value as

precedent in a tort case in which the plaintiff must establish both negligence and cau-

sation by a preponderance of the evidence.

4.3. Multiple Theories of Liability

A cluster of cases have challenged the manufacturer of Parlodel, a drug used to

inhibit postpartum lactation, and Methergine, a drug used to reduce the size of the

uterus and postpartum hemorrhage, in actions based, inter alia, on strict liability in

tort, negligence, breach of implied warranty, breach of express warranty, fraud, neg-

ligent misrepresentation, fraud by concealment, civil conspiracy, concert in action,

loss of consortium, and seek punitive damages based on the defendant’s conduct. See,

e.g., Eve v. Sandoz Pharmaceutical Corp., 2001 U.S. Dist. LEXIS 4531 (S.D. Ind. 2001);

Globetti v. Sandoz Pharm. Corp., 111 F. Supp. 2d 1174, 1176 (N.D. Ala. 2000); Glastetter

v. Novartis Pharm., 107 F. Supp. 2d 1015 (E.D. Mo. 2000); Brumbaugh v. Sandoz Pharm.
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Co., 77 F. Supp. 2d 1153 (D. Mont. 1999); Hollander v. Sandoz Pharm. Corp., 95 F.

Supp. 2d 1230, 1238-39 (W.D. Okla. 2000).

In each of these cases, the defendant filed pretrial motions in limine and requested

Daubert hearings, to challenge the scientific reliability of the plaintiffs’ evidence of

medical causation. In some of these cases the defendants succeeded in striking the plain-

tiffs’ medical and scientific evidence of causation (e.g., Glastetter; Brumbaugh; Hol-

lander); in others, the trial court ruled the medical and scientific evidence admissible,

and allowed the cases to go forward (e.g., Eve; Globetti). The evidence offered by both

sides was essentially the same in all of the cases, and is summarized in detail in the

context of the Daubert analyses in Subheading 6, below.

5. CROSS-CLAIMS BY PHYSICIANS

OR PHARMACISTS AGAINST PHARMACEUTICAL MANUFACTURERS

In Bocci v. Key Pharmaceuticals, Inc., 974 P.2d 758 (Or. App. 1999), the defen-

dant physician filed a cross-claim against the defendant pharmaceutical manufacturer

for negligence and fraud, where the manufacturer’s promotions had endorsed its prod-

uct, Theo-Dur (theophylline), as a safe drug; the promotions had been the subject of

an FDA letter of adverse findings that advised the manufacturer to cease promoting

the drug as safe, and there was other evidence that the company knew about adverse

and fatal interactions between theophylline and ciprofloxacin that were not communi-

cated to the physician. The physician claimed that the manufacturer’s promotions

were a substantial contributing factor to his failure to diagnose and treat the plaintiff’s

theophylline toxicity, and were therefore cause in fact and proximate cause of the

plaintiff’s brain injury that was caused by the misdiagnosis. This cross-claim resulted

in a $23 million verdict for compensatory and punitive damages in favor of the physi-

cian. The $23 million award to the physician was upheld as not excessive in Bocci v.

Key Pharmaceuticals, Inc., 22 P.3d 758 (Or. App. 2001).

6. RELIABILITY OF FORENSIC EVIDENCE OF CAUSATION

The Parlodel/Methergine cases described in Subheading 4, above, provide an excel-

lent example—taken as a whole—of the factors a trial court may consider in ruling on

the admissibility of medical and scientific evidence of causation, and of the fact that

cases with essentially the same facts may be resolved differently, depending on the

manner in which a particular court exercises its discretion in ruling on the admissibil-

ity of medical and scientific evidence. The complex undisputed facts, as summarized by

the Eve court, established as follows.

In the fall of 1989, the plaintiff—a healthy 29-yr-old woman with no obstetrical

or other preexisting health problems—delivered a child by caesarean section, and was

given a routine 3-d prescription for Methergine to stop postpartum hemorrhage. She

had elected not to breast-feed her baby, so was also given a 2-wk prescription for Par-

lodel (an ergot alkaloid) to prevent lactation. She took the prescriptions simultaneously

while in the hospital without incident, and was discharged with instructions to take

the remaining Parlodel pills until the prescription was gone. She began experiencing
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severe headaches the day after discharge, took Tylenol (acetaminophen) without suc-

cess, then tried Sudafed (pseudoephedrine), also without success.

One day later, “the really big pain came in,” it “felt like there was some liquid

started to run through the back of my head and it felt like somebody had a brick pound-

ing it inside my head.” She was admitted to the emergency room for treatment of the

headache, presented as dysthartic, slightly confused, aphasic with right hemiparesis,

blood pressure of 166/89, and a computed tomography (CT) scan revealed that she

had suffered an intracerebral hemorrhage (ICH), or stroke.

A routine drug screen conducted on admission indicated the presence of pseudo-

ephedrine and acetaminophen (which, in limited circumstances, can be vasoconstric-

tors and can elevate blood pressure) and caffeine. During her hospitalizations for the

stroke and subsequent rehabilitation, several cerebral angiograms, magnetic resonance

imaging (MRI), and CT scans revealed no evidence of alternative causes of her ICH—

such as aneurysm, alteriol venous malformation (AVM), microemboli, or micotic emboli

—so her physicians concluded that the etiology of the stroke was unknown.

The plaintiff’s physician testified that both Parlodel and Methergine are consid-

ered to be vasoconstrictors, and opined to a reasonable degree of medical probabil-

ity, based on the vasoconstrictive action of these drugs, that Parlodel and possibly the

Methergine were contributing factors to her stroke, and that in a normal delivery, the

postpartum period itself would not significantly increase the risk of stroke. Plaintiffs’

experts—a physician and a toxicologist—had worked directly with Parlodel safety

issues prior to any Parlodel litigation. The physician had served on the FDA when

Parlodel was first approved for Parkinson’s disease, and the toxicologist had researched

the toxicology of Parlodel and published an article on the subject in a peer-reviewed

journal. Using differential diagnosis, these experts ruled out, to a reasonable degree

of medical certainty, alternative causes of her stroke other than Parlodel.

Concerning the pharmacology and history of Parlodel, it was undisputed that the

active ingredient of Parlodel is bromocriptine mesylate (“bromocriptine”), one of sev-

eral ergot alkaloids; it differs structurally and physically from other ergot alkaloids in

that a bromine atom has been added; it prevents lactation from occurring by blocking

the secretion of the hormone prolactin, which acts on the breasts to induce the secre-

tion of milk; it is typically prescribed for 14 d for this purpose. It had been sold since

1978; the FDA had approved it in 1980 for use in preventing postpartum lactation in

women who could not or elected not to breast-feed; the manufacturer withdrew the Par-

lodel indication for prevention of physiological lactation in 1994, after receiving notice

that the FDA would be filing a notice of opportunity and hearing to withdraw Parlodel

for that indication. Parlodel remained FDA approved at the time of trial for the treat-

ment of Parkinson’s disease, amenorrhea (absence of menses), galactorrhea (abnormal

production of breast milk), and acromegaly (chronic hyperpituitarism).

Concerning the pharmacology and history of Methergine, it was undisputed that

the active ingredient of Methergine is methylergonovine maleate, also an ergot alka-

loid; it is vasoconstrictor that has been reported in some patients to cause immediate

and transient elevations in blood pressure. Methergine had been sold by the defendant

and used for routine management after delivery of the placenta, postpartum atony, post-

partum hemorrhage, and postpartum subinvolution, since the late 1940s, and remained

FDA approved for these purposes at the time of trial. There were no epidemiologic or
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controlled scientific studies showing an increased risk of stroke among patients of

any type who take Methergine, either in conjunction with Parlodel or otherwise.

Concerning the Plaintiffs’ claims alleging fraud, misrepresentation, and failures

to warn, it was undisputed that the FDA reported problems among women receiving

Parlodel in conjunction with other ergot derivatives such as Methergine in 1983, and

suggested revisions in both the Adverse Reactions and Warnings sections of the defen-

dant’s package insert to include the reports of adverse reactions, as well as a state-

ment regarding use of Parlodel in women who had already received or were receiving

other ergot alkaloids. Specifically, an FDA Bulletin on December 1, 1983, discussed

the adverse drug reactions (ADRs) reported to it regarding Parlodel taken with other

ergots in a publication entitled “ADR Highlights,” noting that “in the present bro-

mocriptine labeling it may be difficult for the physician to identify bromocriptine as

another ergot alkaloid,” and that use of bromocriptine “with other ergot alkaloids as

well as its use with vasoconstrictive drugs may represent a hazard to the postpartum

women.” It was also undisputed that in October 1983, the defendant received a doctoral

thesis written by a French physician, Dr. Bousbacher, regarding the side effects of Par-

lodel in postpartum women. In March 1985, the FDA specifically requested that Parlodel

should be “contraindicated” for women diagnosed with “toxemia of pregnancy” and

for those who had also received other ergot alkaloids after delivery, including specifi-

cally, Methergine and Cafergot, and specifically instructed the defendant to make these

revisions within 6 mo or by the next package insert printing, whichever came first.

The defendant refused to contraindicate Parlodel and other ergots in 1985 and for

the entire period Parlodel was marketed for prevention of postpartum lactation. Within

1 wk of the FDA request, the defendant’s marketing department was asked to quantify

the use of Methergine or Ergotrate to determine the effect on sales of the FDA-requested

contraindication with Parlodel. “The feeling among Marketing Management was that

Methergine or Ergotrate was always used in delivery so that a contraindication would

virtually wipe out Parlodel’s use” in prevention of postpartum lactation. The defendant

expected to generate $35 million in Parlodel sales for this use in 1985, and concluded

at an internal meeting in 1985 that the Methergine/Cafergot-Parlodel contraindications

request was “prejudicial” to the defendant “by naming two of [defendant’s] products.”

The defendant replied to the FDA with an opposition to any revision of its labeling,

but said it was willing to contraindicate use of Parlodel in women with “toxemia of

pregnancy.”

The FDA sought additional adverse reaction reports follow-up, reiterated its belief

that the defendant was withholding information and substituting its interpretation of

diagnoses for the treating physicians’ diagnoses, approved a change in the Methergine

package insert but requested a new revision to include a drug interaction subsection

“with information about concurrent administration of other vasoconstrictors,” such as

Methergine. Some of the defendant’s medical personnel urged that the Parlodel/Mether-

gine contraindication be included in the package insert; the defendant’s management

deemed the labeling changes would be “catastrophic”; the final Methergine package

insert never adopted the explicit language warning against the concomitant adminis-

tration of Parlodel with Methergine.

The plaintiff’s physician testified that his understanding regarding the recommen-

dations for the concomitant use of ergot alkaloids was that “for any prolonged period
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of time, the two used together was not recommended,” so he was not aware, in 1989, of

any problem in prescribing Methergine for only 2 d along with Parlodel.

In 1987, at the FDA’s request, the defendant updated the Parlodel package insert

to include a reference to adverse effects such as seizure, stroke, and myocardial infarc-

tion (MI), and issued a “Dear Doctor” letter to inform physicians of the labeling changes.

The FDA “did not like the appearance of the ‘Dear Doctor’ letter” and found that it

“reflected” a “promotional tone.” Further, an FDA physician did not receive a copy of

the “Dear Doctor” letter, and “a canvas of ten ACOG [American College of Gynecol-

ogist] members attending [an FDA meeting] revealed that only one member recalled

receiving the letter.” The defendant commissioned a study in 1988 entitled “Physicians

Reactions to a New Communication on the Use of Parlodel in Postpartum Lactation,”

which concluded that “Despite the previous mass mailing of a letter to OB/GYNs that

described the remote possibility of serious side effects with patients who take Parlodel

for postpartum lactation, this information did not reach a slight majority of the physi-

cians in this study.” The plaintiff’s treating physician testified that he did not receive

one.

The defendant aggressively marketed Parlodel throughout the late 1980s, and in

1987 issued an internal memo to its sales force explaining that although it had “modi-

fied the Parlodel package insert,” the sales representatives were instructed: “Remem-

ber, this issue should not be mentioned unless a discussion is initiated by the physician.”

One of the defendant’s sales representatives testified that he recalled the memo, and

that “by August of 1987 we knew that the medication was hurting a lot of people, and

we knew the FDA wanted the company to pull the medication and the more pressure the

FDA put on the company to pull the medication, the more ardently the company [was]

‘wining and dining the sales reps’ to encourage us to promote the drug harder because

there was a, I would generalize it as, a general fog over the sales reps because we knew

what we were doing was wrong, it’s as simple as that.” One of the defendant’s physi-

cian “thought leaders” admitted in his deposition that despite his touting the benefit of

Parlodel for lactation suppression to other doctors at hospital meetings, he never pre-

scribed Parlodel or any lactation suppressant to any of his obstetrical patients.

In 1988, the FDA Fertility and Maternal Health Drugs Advisory Committee found

that “drugs are not to be used routinely to suppress lactation....Drugs should only be

available to women with specific conditions, such as women who deliver stillborns.”

The defendant commissioned an epidemiology study to examine the relationship

between Parlodel and strokes and seizures in postpartum women, the results of which

suggested, in 1988, that women taking Parlodel were at an increased risk of having

strokes (relative risk 8.44) and late-occurring seizures (finding a “substantial positive

association” of 60% increased risk), and that for patients taking Parlodel with ergono-

vine/Methergine “there is an extremely positive association between bromocriptine

and late-occurring seizures among those who received ergonovine,” and that these

women were at a 49-fold increased risk of having a late-occurring seizure. The author

of the study agreed under oath that, based on the study data, Parlodel is a risk factor

for postpartum women for late-occurring seizures, alone and in conjunction with ergo-

novine/Methergine. The previously mentioned study of physicians’ reactions to the

“Dear Doctor” letter also found that the results of the epidemiological study would be a

deciding factor in influencing physicians’ future prescribing practices for Parlodel.
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The defendant publicly maintained the position that the epidemiological study

“reinforces the safety” of Parlodel. The defendant’s “Parlodel Business Plan” for 1989

assured that “a comprehensive defense plan has been established hinging on positive

results of the [epidemiological] study. Promotional efforts will increase....” In late

1988, the defendant issued a “Parlodel Update” to the “field force personnel,” stating

that the epidemiological study “did not find an association between the use of Parlodel

and reports of seizures—which can occur spontaneously in women who have recently

given birth,” and that “In our opinion, the data clearly reinforce the safety of Parlodel

in treating postpartum lactation.”

A January 1989 memo from the president of the defendant’s research institute

noted that the epidemiological study found a “strong positive association between ergo-

novine use, Parlodel and seizure.”

An epidemiologist of the defendant who attended the data presentation meeting

opined that the data “is supportive of an interaction between bromocriptine and ergo-

novine.” The defendant’s associate director of medical operations wrote, with respect

to the epidemiological study, “There was a subset of the group, however, with a signifi-

cantly elevated risk for late-occurring postpartum seizure: this group comprised of

those who also received ergonovine had a 49-fold greater risk of seizures. With this in

mind, I recommend that we amend our package insert so that Parlodel is contraindi-

cated in women who have also received ergonovine.” One day after the data presenta-

tion meeting, an officer of the defendant requested that the defendant “recut the data

on late-onset seizures using 48 and 96 hours as the cut off. This may change all data

on ergonovine combination problems.” He also urged “in the final report, the infor-

mation on the risk of drug interaction should not be the major conclusion.”

The defendant never placed a contraindication regarding bromocriptine and ergo-

novines in its package insert, and did not mention the “extremely strong positive asso-

ciation” for late-occurring seizures in women who had received Methergine/ergonovine

after delivery in its sales brochure, “A Comforting Thought.” The only information

provided to prescribing physicians in the sales brochure was that there was no effect,

and even a possible protective effect, for seizures from Parlodel use.

In mid-1989, the 12-member Fertility and Maternal Health Drugs Advisory Com-

mittee (“FDA Advisory Committee”) unanimously reaffirmed its 1988 recommenda-

tions, stated that there is no need for prophylactic treatment other than analgesics and

breast support for postpartum breast engorgement, that it had not been provided with

evidence that bromocriptine was a safe and effective treatment for symptoms of post-

partum breast engorgement, and unanimously recommended that neither hormones

nor bromocriptine “should be used for this indication because they have not been shown

to be equally or more effective than analgesics and breast support, and because they

may induce adverse medical effects.”

The defendant reacted to these findings and recommendations with an internal

memorandum to its sales force that the FDA Advisory Committee recommendation that

drugs no longer be used for postpartum lactation prevention “was based on beliefs of

the committee members that there is ‘no need’ for pharmacologic therapy for lacta-

tion suppression,” that the recommendations were “advisory only,” and that Parlodel

“can continue to be prescribed with confidence.” The defendant’s “selling strategy”
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for the third and fourth quarters of 1989 told sales representatives to continue to sell

Parlodel aggressively. A sales representative testified that “we were just advised that

Parlodel was obviously receiving a lot of heat in the journals and from the FDA and

that we needed to bleed every dollar that we could get out of Parlodel before the FDA

just put a stop to it.” He testified further that sales representatives were “never in-

structed to stop pushing Parlodel” because the “reality of the situation is that Parlodel

represented millions and billions of dollars over time, and it was, in fact, the company’s

cash cow....”

In late 1989, the FDA again found that no drugs, including Parlodel should be

used for prevention of postpartum lactation, “because they have not been shown to be

equally effective than [aspirin and breast binding], and they may induce adverse medical

effects.” In September 1989—the month before the plaintiff’s prescription—the FDA

requested that the defendant withdraw Parlodel from the market for this purpose. In

October 1989, the defendant refused, and stated that: “Parlodel should not be used

routinely but should remain available for specific circumstances under which the physi-

cian and patient decide that the drug is indicated...We believe in choice of therapy...must

be left to an informed decision made jointly by a patient and her physician.”

The plaintiff’s physician testified he was never informed that in 1989, the FDA

requested that the defendant withdraw Parlodel and that the defendant refused. He

testified that he would have liked to have known the FDA’s concerns, but no drug rep-

resentative contacted him.

The 1989 package inserts for Parlodel and Methergine contained FDA-required

and FDA-approved language. The package insert in effect for Parlodel at the time of

the plaintiff’s prescription stated, in pertinent part, as follows:

WARNINGS . . . .

Fifteen cases of stroke during Parlodel(R) (bromocriptine mesylate) therapy have been reported
mostly in postpartum patients whose prenatal and obstetric courses had been uncomplicated. Many of
these patients experiencing seizures and/or strokes reported developing a constant and often pro-
gressively severe headache hours to days prior to the acute event. Some cases of stroke and seizures
during therapy with Parlodel(R) (bromocriptine mesylate) were also preceded by visual disturbances
(blurred vision, and transient cortical blindness). Four cases of acute myocaridal infarction have been
reported, including 3 cases receiving Parlodel(R) (bromocriptine mesylate) for the prevention of physi-
ological lactation. The relationship of these adverse reactions to Parlodel(R) (bromocriptine) mesylate
is not certain.

ADVERSE REACTIONS . . . .
Physiological Lactation

Serious adverse reactions include 38 cases of seizures (including 4 cases of status epilepticus), 15
cases of stroke, and 3 cases of myocardial infarction among postpartum patients. Seizure cases
were not necessarily accompanied by the development of hypertension. An unremitting and often
progressively severe headache, sometimes accompanied by visual disturbance, often preceded by
hours to days many cases of seizure and/or stroke. Most patients show no evidence of toxemia
during the pregnancy.

The package insert in effect for Parlodel at the time of the plaintiff’s prescription

included the following language providing a warning regarding the administration of

Parlodel with other ergot alkaloids such as Methergine:
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Although there is no conclusive evidence which demonstrates the interaction between Parlodel
(bromocriptine mesylate) and other ergot alkaloids, concomitant use of these medications is not
recommended. Particular attention should be paid to patients who have recently received other
drugs that can alter blood pressure.

The package insert in effect for Methergine at the time of the plaintiff’s prescrip-

tion included the following language:

Drug Interactions. Caution should be exercised when Methergine (methylergonovine maleate) is
used concurrently with other vasoconstrictors or ergot alkaloids.

The 1989 PDR contained the same information about Parlodel as the package

insert.

The plaintiff’s physician testified that he relied on the PDR or the promotional

literature distributed by the drug representative before prescribing a drug, and that he

was aware at the time of the prescription in 1989 that “uncontrolled hypertension, tox-

emia of pregnancy, [and] sensitivity to any ergot alkaloids” were contraindications for

prescribing Parlodel.

When the FDA initially approved the defendant’s first application to market the

drug Parlodel in 1978, the FDA conditioned its approval on the basis that the defen-

dant would conduct a clinical study of the safety and efficacy of Parlodel in humans.

The defendant completed the clinical testing for this study in 1981, but, despite FDA

requests, had not submitted the report of this study as of 1994 at which time an inter-

nal memorandum stated that the study “...is a skeleton in our closet that could cause

embarrassment given the current sensitive situation with Parlodel. [The study] is a

long term safety and efficacy study run as a condition of approval of the original FDA

back in 1978. It still has not been submitted to the FDA.” The defendant submitted the

data to the FDA in 1996, after the FDA withdrew Parlodel from the market for use in

preventing postpartum lactation. The final report of the study did not include the causal

assessments based on a number of ADRs, which showed that the defendant had con-

cluded that at least one patient did in fact suffer from Parlodel-related hypertension.

Plaintiffs’ expert toxicologist, after reviewing the case reports of the patients in

the study, found that: “11/57 [of] patients in the second limb of that study demon-

strated increases of their blood pressure...one patient was listed in the [defendant’s]

internal report as having developed hypertension, with Parlodel listed as the cause.

This causation assessment, done by [defendant], was not included in their report of the

FDA.” Other defects identified in the study and the report by the plaintiff’s experts

included: the defendant dropped hypertensive patients from the studies, buried blood

pressure readings in reams of clinical data, without providing corresponding reference

in the summary reports provided to the FDA; 28 cases of hypertension were not pre-

sented to the FDA in the respective clinical trial summary reports; in one Parlodel clin-

ical trial, a critically important incident of “extreme, uncontrolled hypertension” suffered

by a patient after taking Parlodel was neither reported nor presented to the FDA in

summary reports for that study; the defendant concealed from the FDA the existence

of animal studies, conducted prior to Parlodel’s approval for human use, that revealed

Parlodel’s vasoconstrictive properties; and the author of one of the animal studies

testified before FDA subcommittees in 1988 and 1989, and repeatedly told physicians,

that the drug is not a vasoconstrictor, and can only cause vasodilation. A scientist of the
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defendant, charged with collecting Parlodel data for submission to the FDA, admitted

that the defendant knew it was required by law to submit all animal studies to the FDA

as part of the drug application process.

Concerning the relevance of the foregoing facts to the defendant’s motion in limine,

the court found that epidemiology is the study of disease patterns and risks in human

populations; in a typical epidemiologic study, an epidemiologist compares the health

of people exposed to a substance to that of persons not so exposed to determine whether

the exposure to the substance is associated with an increased rate of disease; epidemio-

logic studies typically provide an estimate of “relative risk,” which is the ratio of the

incidence of a disease in exposed individuals to the incidence in unexposed individu-

als; a relative risk of 1.0 means that the incidence in the groups is the same, that is, the

exposure has no association with the disease, and if the study is properly performed, a

relative risk below 1.0 means that the exposure is associated with the absence of the

disease, whereas a relative risk significantly above 1.0 means that exposure is associ-

ated with an increased risk of the disease.

The court found that an adverse event report (AER) is a report made to a drug

company or the FDA that a particular patient who was taking a particular drug experi-

enced a particular medical problem; and these reports can be made by laypersons as

well as doctors, but most are submitted by doctors.

The court found that case reports are “reports in medical journals describing

clinical events in one or more individuals. They report unusual or new disease presen-

tations, treatments, manifestations, or suspected associations between two diseases,

effects of medication, or external causes” [citing Federal Judicial Center, Reference

Manual on Scientific Evidence, at 374 (2d ed. 2000)].

The court found that “relative risk” cannot be derived from case reports; that no

epidemiologic or controlled scientific studies have been performed showing an increased

risk of stroke among patients of any type who take Methergine, either in conjunction

with Parlodel or otherwise; and that there are no studies in live, intact animals show-

ing that Methergine causes stroke.

Given this background, the court considered the defendant’s motion in limine

and request for a Daubert hearing on the admissibility of these witnesses’ opinions, and

exercised its discretion to admit the testimony under the Daubert trilogy. See Daubert

v. Merrell Dow Pharm., 509 U.S. 579, 125 L. Ed. 2d 469, 113 S. Ct. 2786 (1993);

General Elec. Co. v. Joiner, 522 U.S. 136, 139 L. Ed. 2d 508, 118 S. Ct. 512 (1997);

Kumho Tire Co., Ltd. v. Carmichael, 526 U.S. 137, 152, 143 L. Ed. 2d 238, 119 S. Ct.

1167 (1999). The court reviewed other rulings in Parlodel litigation in which the admis-

sibility of the same plaintiffs’ experts had been ruled either admissible [citing, e.g.,

Kittleson v. Sandoz Pharm. Corp., No. CIV 98-2277, 2000 WL 562553 (N.D. Minn.

Mar. 3, 2000); Globetti v. Sandoz Pharm. Corp., 111 F. Supp. 2d 1174, 1176 (N.D. Ala.

2000)] or inadmissible [citing, e.g., Glastetter v. Novartis Pharm., 107 F. Supp. 2d 1015

(E.D. Mo. 2000); Brumbaugh v. Sandoz Pharm. Co., 77 F. Supp. 2d 1153 (D. Mont.

1999); Hollander v. Sandoz Pharm. Corp., 95 F. Supp. 2d 1230, 1238-39 (W.D. Okla.

2000)], and ruled the testimony admissible in this case.

There was no dispute in any of the Parlodel cases that there was no epidemiolog-

ical evidence to support the witnesses’ opinions, that their opinions were based only

on case reports, rechallenge reports, animal studies, comparisons of the ergot bromo-
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criptine to other ergots, FDA regulatory actions, and internal documents of the defen-

dant. The court in Eve reasoned that epidemiological evidence may be the best scien-

tific evidence that can be presented, but noted that Daubert simply requires reliable

evidence. The court found that the witnesses relied on the methodology of differential

diagnosis, a method widely used by medical clinicians to identify medical conditions so

they may be treated, and that the cumulative evidence upon which the witnesses relied

satisfied the Daubert requirements of scientific reliability. The court specifically relied

on the reasoning of Globetti, supra, in making its ruling, as follows:

Plaintiffs argue powerfully that an epidemiological study of the association of Parlodel and AMI
[acute myocardial infarction] is not practical because of the relative rarity of AMIs among postpartum
women. To gather a population of postpartum women with a sufficient sub-population of those who
have suffered an AMI to be statistically significant would require hundreds of thousands, if not mil-
lions, of women. The evidence suggests that AMI occurs in postpartum women at the rare rate of 1 to
1.5 per 100,000 live births. Thus, even in a study of one million women, the sub-populations of those
suffering an AMI would be only ten to fifteen women, far from enough to allow drawing any statis-
tically significant conclusions. In short, the best scientific evidence is that presented by plaintiff’s
experts. Globetti, 111 F. Supp. 2d at 1179 (footnote omitted)(emphasis added).

In a footnote, the Globetti court further noted, “While not suggested by defendant, the court notes
that it would be medically and scientifically unethical to attempt a control-group experiment. To
do so would require administering Parlodel to women and exposing them to the possibility of life-
threatening events like AMI and stroke. Indeed, to prove the association between Parlodel and
AMI or stroke, the scientist would have to expect a certain number of deaths among the test sub-
jects.” Globetti, 111 F. Supp. 2d at 1179 n.5.

Eve, supra. The reader is referred to cases cited above for judicial reasoning that resulted

in exclusion of the evidence that was admitted in the Eve case.

 Another good example of the application of the Daubert trilogy to the medical

and scientific evidence in drug interaction litigation is Jones v. United States, 933 F.

Supp. 894 (N.D. Cal. 1996). Here, a husband and wife filed a wrongful birth action

against the United States under the Federal Tort Claims Act, seeking costs and dam-

ages associated with raising their daughter, alleging that the child was born because

U.S. Army doctors negligently failed to warn the mother that Penicillin-VK, prescribed

prophylactically prior to oral surgery, could interfere with the effectiveness of her

Triphasil-28 birth control pills. The plaintiffs offered expert testimony of two expert

witnesses—a board-certified obstetrician-gynecologist and a pharmacist—to show that

penicillin interferes with the effectiveness of the birth control pills.

The court held a Daubert hearing to determine whether the expert testimony was

sufficiently reliable to be admitted. The court found that neither of the witnesses had

conducted independent research in the area of antibiotic/oral contraceptive interac-

tion, that the physician’s opinion was based solely on published articles he read dur-

ing the 7 h in which he did research in preparation for his testimony, and concluded

that their opinions were not based on objective, verifiable evidence that was derived

from scientifically valid principles. The court found that the evidence showed, at most,

that there is anecdotal support for the hypothesis that an unexplained interaction between

certain antibiotics and oral contraceptives may reduce the effectiveness of the contra-

ceptives, but did not establish a proven, cause-and-effect relationship that the court

considered necessary to satisfy the Daubert standard.
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Specifically, the court found that although the witnesses claimed that their opin-

ions were supported by numerous scientific articles, a careful reading of the articles

revealed that many of their authors came to conclusions that differed from the conclu-

sions of the plaintiffs’ witnesses; that the witnesses extracted data from articles that

found no statistically significant correlation between antibiotic use and increased fail-

ure of oral contraceptives, and relied on the data to reach conclusions contrary to con-

clusions reached by the authors of the articles. The court stated that “This tactic does

not qualify as good science.” Furthermore, the court found that the only articles that

supported the experts’ opinions were are not based on controlled, scientific studies,

but on anecdotal case reports, reviews of research done by other people, or studies that

lacked a control group, and were therefore not based on scientific method.

The plaintiffs also relied on the package labeling of the Triphasil-28 as evidence

of causation. The label warned that certain antibiotics may “possibly” have an effect

on oral contraceptive effectiveness. The court found this warning to be even less proba-

tive of causation than the inconclusive studies upon which plaintiffs’ experts relied,

and stated that “...a boilerplate warning on a drug package insert may reflect no more

than an overly cautious response to possible liability, not scientific proof of causation.”

The court concluded that the plaintiffs’ experts “...did not rely on a single, controlled

study that showed a statistically significant correlation between antibiotic use and de-

creased effectiveness of oral contraceptives. Consequently, the Court finds that Plain-

tiffs’ evidence does not satisfy the first prong of the Daubert standard.”

The court reasoned further that under California law, a plaintiff must establish

both general causation—“that the Defendant’s conduct increased the likelihood of

injury—and specific causation—“that the defendant’s conduct was the probable, not

merely a possible, cause of the injury.”

To establish general causation, the court stated that the plaintiffs would have to

show that there is a scientifically validated interaction between Penicillin-VK and

Triphasil-28 birth control pills that made it more likely that the plaintiff would become

pregnant while taking both drugs than if she were taking birth control pills alone, and

that the evidence did not meet this requirement. The court found to the contrary, based

on the testimony of the plaintiffs’ experts. They testified that antibiotics kill bacteria

in the digestive system, thereby interfering with the mechanism by which oral contra-

ceptives release estrogen into the woman’s body, thereby lowering estrogen levels in

a manner that reduces the contraceptive effect of the birth control pills and allows the

woman to ovulate and become pregnant. The court observed, however, that Triphasil-

28 birth control pills have two components, estrogen and progestin, and that each com-

ponent has independent contraceptive effect. The progestin component is metabolized

differently than the estrogen component, and the plaintiffs’ experts presented no scien-

tific evidence to show that antibiotics interfere with metabolization of progestin. Even

if scientific evidence showed that antibiotics interfered with the estrogen component,

the court inferred that the progestin component would still prevent pregnancy.

To establish specific causation, the court stated that the plaintiffs would have to

show that the interaction between Penicillin-VK and Triphasil-28 birth control pills

was the probable, not merely a possible, cause of plaintiff’s pregnancy, which would

require them to show that such an interaction occurs at more than double the rate of the

known failure rate for oral contraceptives alone. The court found no competent testimony
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on this issue, and found that none of the articles relied upon by the plaintiffs’ experts

were controlled, broad-based studies of the existence of an interaction between antibi-

otics and oral contraceptives, let alone the rate at which such an interaction occurs.

The court concluded that the plaintiff failed to prove by a preponderance of the

evidence that she became pregnant during the time that she was taking Penicillin-VK.

Expert testimony concerning the length of time between conception and the ability of

the pregnancy test to detect a pregnancy, and the date of administration of the antibi-

otic, supported a contrary conclusion, that she conceived before she began taking the

antibiotics. Proximate cause was, accordingly, not established.

Similar scrutiny was applied by the court in rejecting the plaintiff’s causation expert

in Haggerty v. The Upjohn Company, 950 F. Supp. 1160 (S.D. Fl. 1996). The plaintiff

injured his neck while working as a drywall installer, underwent surgery for a herniated

disc, and was released with a postsurgical prescription for Halcion (triazolam, a benzo-

diazepine) to help him sleep. He claimed that the warnings that accompanied the Hal-

cion were inadequate and failed to warn him of potential side effects, which allegedly

caused him to engage in bizarre behavior, with severe consequences.

Specifically, he claimed that one night, approximately two months after his release

from the hospital, he took one Halcion tablet, went to bed at approximately 6:30 PM,

and that his next recollection was waking up in a hospital room the following morning

with a fractured back. He alleged that ingestion of the Halcion tablet significantly

altered his behavior, causing him to become belligerent, aggressive, suffer from hallu-

cinations, and conduct himself in a bizarre and agitated fashion, culminating in his leap-

ing from the balcony on the second story of his apartment complex. Additionally, on

that same evening, the plaintiff reportedly assaulted and threatened his live-in girl-

friend with a knife, assaulted his 8-yr-old son and a neighbor, and walked around his

apartment and building without clothing. He alleged further that as a result of his

Halcion-induced conduct on the evening of April 20th, his live-in girlfriend obtained a

restraining order to prevent him from returning to his apartment, his two children from

a prior marriage who had been residing with him were adjudicated dependent and placed

in foster care, and upon his discharge from the hospital he was arrested for aggravated

assault, battery, aggravated battery, and indecent exposure, for which he was ultimately

imprisoned and lost his parental rights over his two children.

The defendant manufacturer contended that the plaintiff misused Halcion by ingest-

ing numerous tablets of the drug concurrently with large quantities of alcohol and an

unknown number of Valium tablets. The defendant also presented evidence of the plain-

tiff’s long history of alcohol and poly-substance abuse, frequent physical attacks on

the women with whom he had lived, usually occurring while he was under the influence

of alcohol, and testimony of several experts that the defendant suffered from various

psychiatric personality disorders.

The defendant filed a motion in limine to exclude the testimony of the plaintiff’s

causation expert, who possessed a Ph.D. in pharmacology, and a motion for summary

judgment on grounds that her opinion was inadmissible, and the plaintiff therefore lacked

any evidence that the defendant’s drug caused his injuries.

The plaintiff’s expert testified at the hearing on the motion in limine that, in her

opinion, Halcion caused the psychiatric and behavioral effects experienced by the

plaintiff in the evening in question. She testified that her opinion was based on a review
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of spontaneous reports of adverse medical events involving Halcion collected by the

FDA in its Spontaneous Reporting System (SRS), along with anecdotal case reports

appearing in the medical literature, references in textbooks to non-Halcion studies of

psychomotor agitation in rats and mice, peer reviewed articles summarizing primary

clinical findings that she had not personally reviewed, newspaper articles from the lay

press, correspondence to the FDA from a public-interest group, a secondary summary

prepared by Dr. Anthony Kales that provided a detailed listing of primary citations

with abstracts of primary findings, and European postmarketing surveillance reports.

She testified further that she had not performed any independent research on the alleged

adverse side effects of Halcion.

The plaintiff’s expert also testified that she employed an inductive reasoning

process to arrive at her conclusions, which she called “differential etiology” or “dif-

ferential diagnosis,” by which she arrived at a conclusion about the cause of the plain-

tiff’s conduct by considering possible causes and attempting to eliminate all other pos-

sible causes but the Halcion. The court found it significant, however, that the witness

cited no epidemiological studies to support a causal relationship between Halcion and

the plaintiff’s conduct; that she did not perform a clinical examination of, or even meet,

the plaintiff before forming her opinion on causation; that she did not consider any psy-

chiatric or psychological evaluations or diagnoses of the plaintiff before forming her

opinion and was unaware of a psychological evaluation that resulted in a diagnosis of

borderline personality disorder in the plaintiff; that she had not read two psychological

evaluations that indicated that, because of his personality defects, the plaintiff was likely

to express his anger in an unpredictable and explosive manner, and was at risk for dis-

playing unprovoked and exaggerated aggressive outbursts. The witness testified further

that another possible cause of the plaintiff’s conduct, which ought to have been consid-

ered in her differential diagnosis, was significant drug interaction or abuse of alcohol,

and that all of the plaintiff’s behavior on the evening in question could have been the

result of alcohol intoxication, which would have worsened any existing psychological

or psychiatric disorder he may have. Finally, the witness had not reviewed the rescue

report from the evening in question, which indicated the plaintiff drank six or seven

beers and had taken an unknown number of Valium tablets on that evening.

Based on the foregoing, the court found that the plaintiff’s expert’s opinion was

not based on scientifically valid principles, was inadmissible, and granted the

defendant’s motion for summary judgment.
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1. INTRODUCTION

Psychiatrists are asked to assess criminal responsibility for prospective insanity

and diminished capacity defenses, and as part of presentencing efforts in capital cases.

The examinees may present with a history of having been treated with psychotropics at

the time of the offense. A treatment history introduces the need to appraise the influ-

ence of the psychotropic medication on the crime through the following questions:

Was the treatment responsible for the crime?

Was the disease being treated responsible for the crime?

Were both the treatment and disease responsible for the crime?

Were neither responsible for the crime?

Were both responsible in some ways, and neither responsible in other respects?

Such is the complexity of human choices and criminal behavior, and the influence

of neurophysiology interacting with the environment. Untangling the potential confound-

ing factors is a fascinating challenge.

2. PROZAC

Defense strategies attributing crime to antidepressants, fluoxetine (Prozac) in par-

ticular, drew widespread attention in the 1990s (1). Inspired by 1990 case reports pub-

lished by a respected Harvard psychiatrist suggesting a specific causal link between

Prozac and suicidal preoccupation (2), criminal defense attorneys made the leap to attrib-

uting homicidal violence to psychotropic medicines. The controversy over a connection
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heightened when plaintiffs brought civil damages suits against Eli Lilly and Company,

manufacturer of Prozac, following violent events and suicides.

The most celebrated of these Prozac cases involved no criminal defense at all.

Joseph Wesbecker, a depressed employee of Standard Gravure Printing Company in

Louisville, Kentucky, walked into company offices in September 1989 armed with an

AK-47 and four other weapons. He proceeded to shoot dead eight coworkers and wound

12 others, before killing himself (3).

Mr. Wesbecker had a long and bitter relationship with his employer. He had been

speaking of mass homicide as early as one year prior to the attack. Several weeks before

the rampage, he began taking Prozac. His medical history took on posthumous rele-

vance when, 5 yr later, 28 plaintiffs filed a $50 million lawsuit against Eli Lilly.

Although the case settled—while a jury deliberated to a verdict exonerating Prozac

—the controversial backdoor wrangling did little to quell the overall controversy.

Approximately 200 civil suits have followed; other medicines were also charged in

civil complaints, including selective serotonin reuptake inhibitors (SSRI) cousins ser-

traline (Zoloft) (3) and paroxetine (Paxil) (4). The pharamaceutical companies scored

an impressive streak of victories, and civil lawsuits petered out. Still, enough points of

debate within the medical community endured to this day, and questions have not been

fully relegated to the past.

The attention drawn to these notorious cases prompted psychiatry to scrutinize

the causal relationship of medicine to violent crime. In the early 1990s, reports of higher

rates of suicides or attempted suicides promoted uncertainty within the medical commu-

nity and concern and debate among lawmakers, while Eli Lilly scrambled to protect the

reputation of its wildly successful medicine.

The subsequent deliberation included research, and even the convening of a spe-

cial panel by the Food and Drug Administration (FDA). In 1991, that panel concluded

there was no credible link between antidepressants, including Prozac, and violence.

The FDA panel added that bad outcomes were more likely a product of poor monitoring

of depression by treating professionals (5). The Committee on Safety of Medicines in

the United Kingdom issued similar findings. Furthermore, antidepressants, including

SSRIs, have a demonstrated efficacy in reducing violence in a number of individuals (6).

Nevertheless, skeptics have been emboldened by reviews of medical examiner

files that correlate the finding of suicide in those whose postmortem toxicology demon-

strates the presence of tricyclic antidepressants and fluoxetine. More pertinent to crimi-

nal questions, those same studies find violent methods to have been far more frequently

associated with fluoxetine suicides than suicides in those taking tricyclics (7).

Review of available evidence on this topic has to account for drug company spon-

sorship behind some of the exonerating studies and reviews (8). That said, the most

compelling evidence of SSRI’s easing violence as opposed to exacerbating it arises

from the study of “anger attacks,” episodes of disproportionate anger that occur more

frequently in the depressed (9). Anger attacks were more frequently associated with

anxiety, hostility, and personality disorders (10). And though fluoxetine had a pronounced

effect on reducing the incidence of anger attacks in research, it was associated with

producing such attacks in those who did not report them previously in only 4–7% of

study subjects (11). This number, by the way, was substantially less than the incidence

of new-onset anger attacks, 20% in those treated with placebo (12).
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Additional study has demonstrated a beneficial effect of fluoxetine on anger inde-

pendent of diagnosis (13). In addition, antiaggression effects are most demonstrable

at two-to-three months of treatment (14).

Whether because of available research exonerating Prozac and its cousin SSRI med-

icines from homicidality and suicidality—or the product of tremendous legal resources

invested by pharmaceutical companies to confront even criminal cases that blamed

their product—criminal court verdicts have consistently rejected Prozac defenses. For

this reason, those cases actually resulting in successful criminal defense are especi-

ally worth noting.

On September 7, 1999, Douglas D. Lund of Annapolis, Maryland, reportedly attacked

his wife, and police charged him with attempted murder. His case was to become, to

this day, the most successful use of a medication defense. Mr. Lund had no previous

history of violence. He had been diagnosed in the past with attention-deficit hyperactiv-

ity disorder, and had recently received a diagnosis of depression; his treatment included

the antidepressant sertraline.

At the time of the crime, Mr. Lund was experiencing sleeplessness, and had asked

his wife Jo Ann to go for a drive at 3 AM. While driving, and without a word, Mr. Lund

unhooked her seat belt, crashed the car into a steel fence post, pushed her out of the

car, and began striking her head into the pavement and choking her. Then, he carried her

to the nearby grass, as she pleaded with him to spare her life and to put her down. With-

out explanation, Lund then flagged down a passing motorist, who called 911. Mrs. Lund

suffered a broken back, collarbone, and finger.

Based on medical testimony that Mr. Lund’s diagnosis was bipolar disorder, manic,

a judge found Mr. Lund not guilty by reason of insanity. Mr. Lund was released to the

community in February 2001. His wife, an assistant state’s attorney who supported him

through his prosecution, did nevertheless file for divorce (15).

Some medicines, in precipitating mania, have directly spurred the onset of acute

mental illness, which in turn may fuel violent behavior. In such settings, legal insanity

might be a viable defense. In Mr. Lund’s case, a diagnosis of mania was perfectly plau-

sible given the inherent risk that taking an antidepressant does occasionally flip a person

into a manic episode (though bupropion, when causing this effect, apparently manifests

with milder severity) (16).

Even for those who do not have so extreme a reaction as mania, or the more muted

hypomania, agitation may result from virtually all antidepressants. Such a behavioral

change, though not rising to a level of insanity, could sufficiently mitigate criminal respon-

sibility to affect sentencing. Table 1 lists serotonergic antidepressants with their fre-

quency of causing agitation (17).

Sometimes, psychiatrists have observed suicidal risk to actually coincide with clin-

ical improvement. Patients may describe having the energy to finally act upon impulses

they already experienced when they were even more depressed and withdrawn (18). This

mechanism should be considered, realistically, in assessing violent crime, particularly

of a suicidal nature, that occurs during a period where clinical records show sympto-

matic improvement.

Another behavioral change worth noting is the serotonin syndrome. This phenom-

enon of serotonin overload causes frank confusion and disorientation (19). The sero-

tonin syndrome may occur even on seemingly low doses of medication (20), reflecting
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the metabolic capabilities and relative sensitivities of the individual. It is best consid-

ered when a crime reflects very disorganized and disoriented behavior, and the victim

is engaged without premeditated plotting. The perpetrator continues confused subse-

quent to the crime, but that confusion abates as the offending medicine is metabolized

out of the system, providing that the offender stops taking it. A hypothetical scenario

would follow something like this:

Sheila M. is living with her boyfriend Mark. Their relationship is warm and supportive. After devel-
oping panic attacks, Sheila is placed on an SSRI. One day, Sheila begins to show signs of frank con-
fusion and disorientation. Mark calls Sheila’s mother to come over and to stay with them.

As all three are in the kitchen, preparing dinner, Sheila picks up a knife and begins stabbing her
mother in the back. Mark restrains her and yells for help. A neighbor calls police. Taken into cus-
tody, Sheila babbles about having to cook dinner tonight and wanting to go buy tomatoes for the
salad. Over the next 48 h, she becomes completely normal. Doctors interviewing her at the jail learn
that she has not been taking her medicine since arrest. She exhibits profound regret over the incident
when she realizes that it really happened.

A manic cause would be reflected in less cognitive confusion, and in sustained

behavioral and mental disorganization, even after the medicine is used up by her sys-

tem. The motiveless (rational or irrational) crime carried out with a weapon within her

reach and towards a closely located and nonthreatening figure are also key history points.

Serotonin syndrome also strengthens the uncommon approach of proving legal

insanity based upon a lack of awareness of “nature and consequences” of actions. Most

insanity defense cases revolve around the questioned lack of appreciation of wrong. A

higher level of disorganization is needed in order to disable a person from recognizing

that she was unable to appreciate the very nature of her actions, nor their consequences.

One case recently trumpeted as a successful Prozac defense was not exactly that.

Still, the case of Chris DeAngelo bears close consideration for the issues it raises about

interactions, illness, and the role of intoxicants.

Mr. DeAngelo, a married insurance salesman from Derby, Connecticut, had no crim-

inal history and no known financial trouble. Yet, he was ultimately implicated in sev-

eral bank robberies, and left himself open to being shot by officers who had responded

to the incident that resulted in his finally being caught. Subsequently, police learned

that Mr. DeAngelo had been treated with Prozac and alprazolam. He raised an insanity

defense, and the prosecutor on the case agreed to the plea (21).

Table 1
Serotonergic Antidepressants
and Frequency of Agitationa

Antidepressant Incidence of Agitation

Celexa 3%
Luvox 2%
Paxil 1.1%
Prozac >1%*
Zoloft 1%

aPDR notes frequency in text, not table, (17).



16. Psychotropic Medications and Crime 635

Closer scrutiny of Mr. DeAngelo accompanied his subsequent hospitalization,

especially as doctors deliberated whether he should be released to the community.

Although Mr. DeAngelo had been diagnosed with having had a manic episode induced

by the Prozac he had been prescribed, more details continued to emerge about his prob-

lematic drinking. Eventually, his inability to maintain sobriety on passes outside the

hospital became a pivotal issue interfering with his release. The history now available

on Mr. DeAngelo now muddies what really led to his crimes. Was it the Prozac? The

illness? The booze? Or the alprazolam? What originally appeared to be a successful

Prozac defense may have been a fortuitous outcome abetted by prosecutorial naivete

or dishonest forensic investigation, or both. Reminders of the need for inclusive dili-

gence are as important a lesson as to be gained.

3. OTHER PSYCHOTROPICS

Overshadowed by the SSRIs, benzodiazepines—especially alprazolam—are appre-

ciated within the medical literature as responsible for unusual and sometimes quite dra-

matic changes in behavior (22). Given that these medicines are designed to calm, and

even to induce sleep, violent behavior is absolutely idiosyncratic and unintended. Idio-

syncratic rage reactions in people taking benzodiazepines are not dose dependent, but

rather reflect a person’s peculiar sensitivity.

The first report of such a reaction appeared in 1960, concerning chlordiazepoxide

(Librium) taken by a man who went on to assault his wife for the first time in their 20 yr

marriage (23). Since then, paradoxical rage has been reported with a variety of benzodi-

azepines (24). Alprazolam has, however uncommon, been more frequently implicated

than other medicines of this class, and particularly in those with histories of idiosyncratic

reactions to alcohol and other medicines, and with borderline personality disorder (25).

Case reports and literature have identified assaults resulting from alprazolam, but

not homicides; this may reflect the divide between the populations that inspire clini-

cal research and those examined within the different priorities of the forensic system.

The physician who studies or reports his patient who has subsequently killed displays

unprecedented humility.

Bond demonstrated, in a sample of 23 patients treated with alprazolam for panic

disorder, an increased likelihood of aggressive response to provocation (26). This find-

ing describes disinhibition, a phenomenon also attributed to alcohol. It is the same dis-

inhibition exploited by rapists who secure their prey by slipping benzodiazepines such

as flunitrazepam into vulnerable victims’ drinks (27). The same drug has been used by

gangs to ease their disinhibition to carry out violent crimes (28). Disinhibited by acci-

dent? Disinhibited by design? Was the crime provoked? How provoked? Unprovoked?

The complexity of disinhibition mandates caution and scrutiny as to the circumstances

preceding the instant crimes.

Not to be overlooked is the increased likelihood of benzodiazepines to cause frank

confusion, especially in the elderly (29) and the brain injured (30). Confusion from ben-

zodiazepines results from their action as a general central nervous system depressant,

affecting �-aminobutyric acid (GABA) nerve cell receptors located all over the brain

(31). This effect differs from mania or agitation, but may have a significant impact on

violence and crime that occurs in institutional settings, or by geriatric defendants.
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In the current climate of psychopharmacology, benzodiazepines have fallen out

of favor despite their tremendous advantages in the treatment of acute anxiety. The

quality of relief provided by benzodiazepines is such that some come to abuse these

medicines (31). The abuse can, if unchecked, advance to a physical dependence (31).

Even those who responsibly take benzodiazepines may become physically dependent

upon them to the end of developing terrible withdrawal reactions if forced to suddenly

stop them (31) because of travel, surgery, and postoperative hospitalization, or simply

running out of pills.

Other medicines have been developed, including the SSRIs, that do not lead to

physical tolerance. Still, because of the speed with which benzodiazepines produce

relief of anxiety and panic, they retain a secure place in the psychotropic armamentar-

ium. For this reason, their relevance to future questions of medication-induced crime

continues, perhaps with the most legitimate defense potential.

Given the unexpectedness of a rage reaction, alprazolam seems ideally suited to

the defense of involuntary intoxication. Indeed the precedent setting case of Florida,

State v. Boswell, involved a defendant who was taking Prozac (fluoxetine) and Xanax

(alprazolam) at the time he shot a police officer (32).

The Prozac–Xanax combination seen in the Boswell and DeAngelo cases similarly

raises the question of whether the alprazolam was more responsible for unusual beha-

vior than the fluoxetine. Fluoxetine, a potent inhibitor of CYP 3A4, raises blood levels

of circulating alprazolam. An individual who experiences disinhibiting effects from

alprazolam, or frank paradoxical rage, may unwittingly be at higher risk from this com-

monly prescribed medication regimen.

Involuntary intoxication has a long history in courts, often inspiring cynicism.

Psychiatric diagnostic classification accounted for alcohol idiosyncratic intoxication

(33) until DSM–IV, when the concept was discarded as controversial (34). Still, there

is ample documented understanding that some are exquisitely sensitive to the effects

of alcohol, in that they become explosive upon drinking (35).

4. WHAT IS INVOLUNTARY INTOXICATION (LEGALLY)?

Guided by enduring common law, cases from the 19th century (36) invoked the

following definition for involuntary intoxication: “That if a person by the unskilfulness

of his physician, or by the contrivance of his enemies, eat or drink such a thing as

causeth such a temporary or permanent phrenzy…this puts him into the same condi-

tion, in reference to crimes, as any other phrenzy, and equally excuseth him” (37).

In practice, defenses of involuntary intoxication have been generally supported

in American courts when accident, fraud or contrivance, coercion, or mistake led to the

intoxication. However, many cases predated sophistication about the effects of medica-

tions, and dealt with a pharmacopaea that included bootlegged moonshine (38). The

very notion of drug interactions was as remote as the computer.

Not surprisingly, most court rulings of note on involuntary intoxication have

involved cases where the defendant consumed alcohol or illicit drugs. Consistent inter-

pretation of law is found where the defendant willingly consumed the intoxicant (39),

and/or was aware of its possible effects (40); or had previous experience and familiar-



16. Psychotropic Medications and Crime 637

ity with a combination of medicine and intoxicant (41). In those instances, courts have

ruled the intoxication voluntary.

What about intoxication that transpires when someone slips something into a drink,

or laces a marijuana cigarette, for example? Involuntary or voluntary? Courts have

ruled that spiking a substance that the defendant knew was intoxicating, and ingested

nonetheless, does not allow for a defense of involuntary intoxication, even when he is

surprised by the ultimate effects on his behavior or thinking (42). On the other hand,

when a more ordinary item, such as coffee, was laced, courts have upheld involuntary

intoxication (43).

When the intoxicant’s effects are unexpected, and attributed to debilitating ill-

ness, courts have likewise ruled intoxication voluntary when the defendant was aware

of his disability, but still chose to take in the intoxicant (44).

On the other hand, laws may be more accommodating if a defendant drank alco-

hol or took an illicit drug with the expectation of relief, especially if he were suffering

from illness, and the existing prescribed regimen was ineffective (45).

Courts have also addressed questions of involuntary intoxication where no alco-

hol or intoxicant was among the agents taken. Depending on the state, rulings have

yielded important precedents. Defense claims have been supported when a wrong med-

icine was administered by an associate (46), and when a person compliant with a reg-

ular prescription suffered unexpected effects (47). The latter echoes the aforementioned

scenario of idiosyncratic rage fueled by alprazolam or another benzodiazepine.

Nevertheless, courts in some states have ruled against the defense in cases where

the defendant knew the effects of a medicine at higher doses than prescribed (48); knew

he had an inherited predisposition to a sensitive reaction to a medicine (49); had been

erratically compliant with the prescribed medicine (50); or, in cases where the defen-

dant had engaged in activities incompatible with the known side effects of the medi-

cine (51).

The latter case is especially important to those charged with driving while intox-

icated who invoke medication defenses, given that standard practice of informed con-

sent is for physicians to advise their patients taking psychotropics of the potential

effects on their ability to operate a motor vehicle or heavy machinery (52). In actuality,

most psychotropics, properly dosed, should not so interfere. Drug companies empha-

size such warnings in their product literature to limit their own prospective liability and

to pacify the demanding FDA, which controls access to the American marketplace.

However, many medicines, including SSRIs, may cause alcohol to accumulate in

the system (53). Those who drink even amounts they feel are not intoxicating later dis-

cover—after they are pulled over and given Breathalyzer tests—that their alcohol blood

levels were higher than they had anticipated.

Even as we understand more about drug interactions and metabolism, the cases

from earlier years underscore what we even see today: the most common legitimate

connection between psychotropic drugs and crime arises when the medicines interact

with illicit drugs and alcohol to produce unexpected effects (54). Because this scenario

does not necessarily mitigate responsibility, especially if the defendant knowingly

consumed a potential intoxicant, a full inventory of the contributing conditions and agents

consumed is pivotal.
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Other than the distinction between known intoxicants and medicines, the most

important aspect of the law in this area concerns what criteria relating to the defendant’s

thinking are needed to establish involuntary intoxication. In some states, even if eligible

otherwise, the defendant must prove that the intoxication rendered him unable to appre-

ciate right from wrong, or the criteria for that state’s insanity defense (55). Other states

do not impose such a burden on the defendant once the court is satisfied that intoxica-

tion was involuntary (56).

Other classes and types of psychotropic medicines, including antipsychotics and

mood stabilizers, are far less likely to influence behavior to disinhibition or paradoxi-

cal rage, or to impact criminal and moral responsibility for even white-collar crimes.

Irritability may be attributed to antipsychotics if akathisia is present (57), but the legal

significance of such an effect is pertinent only to mitigation—if at all clinically signifi-

cant. The leap from irritability to impact on choices and appreciation of wrong strains

credulity. However, attorneys should note that the atypical antipsychotic risperidone

has been reported to rarely cause mania (58).

Of the mood stabilizers, only carbamazepine has been associated in case reports

with paradoxical rage (59). This may be more likely, if still very uncommon, in children

and adolescents. Carbamazepine is also an antiseizure medicine; it is therefore impor-

tant to establish the reason the defendant was taking the medicine in the first place.

The possibility of an idiosyncratic reaction cannot supercede the more likely scenario

of undertreatment for the emotional or behavioral condition prompting the prescription

of the drug in the first place.

Antipsychotics are essentially calming medicines that are administered to orga-

nize thoughts and to promote an attachment to reality (60). Mood-stabilizing medi-

cines have powerful beneficial effects on impulse control (61). Some medicines are

even likely responsible for preventing violence. Clozapine (62) and lithium, in partic-

ular, have antiaggressive effects (63) as well as antisuicidal effects (64).

Accutane, an antiacne medicine (65), has followed a similar, if less notorious track

as the SSRIs. Case reports in the literature have identified individuals who developed

depression while taking this medicine (66). The drug has been proposed as a criminal

defense (67), with violence attributed to it. Recent research specifically focusing on

the question of an accutane–suicide–violence link has failed to establish a connection

(68). Nevertheless, one high-profile civil lawsuit in Florida will revisit this question

in the months ahead.

The case concerns a teenager who flew a private plane into a Tampa skyscraper,

killing himself. He expressed, in a suicide note found on his person, his identification

with Osama bin-Laden and the September 11 attacks on America. However, the teen

pilot was not an Arab, not a Muslim, and had no apparent affiliation to Arab anti-Amer-

ican groups known to be operating in Florida. The teenager’s family has subsequently

sued the drug company that manufactures Accutane (69), charging that his actions

occurred as a result of the effects of the drug.

Given the unexpected nature of many adolescent crimes, and the prevalence of

acne and teenagers’ search for relief, the Accutane–crime link figures to draw more

attention in future legal proceedings.

Another drug attracting attention for a potential link to violence is mefloquine.

This widely prescribed antimalarial has been associated, in medical literature, with
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two syndromes pertinent to criminal and civil cases. Though rare (70), some patients

may experience an acute disorientation and confusion (71). This has been linked, to

date, to an anticholinergic syndrome (72). More pertinent to criminal cases, a second

constellation of side effects involves hallucinations, acute psychosis, and/or aggression

(73). Key in assessing such questions is timing; side effects characteristically emerge

during or shortly after receiving prophylaxis while traveling, or actual treatment (74,75).

One recent criminal appellate ruling found the causal relevance of Lariam to be in-

consequential to a fraud defendant’s capacity to deceive (76). However, mefloquine is

being studied closely in the aftermath of three domestic homicide cases involving soldiers

at the Ft. Bragg military base who had previously received mefloquine treatment (77).

5. THE DISEASE IS BIGGER THAN THE TREATMENT

Far more likely an issue, for an individual prescribed medicines, is the influence

of the condition itself—or an untreated co-occurring condition—on criminal respon-

sibility. Undertreatment is already acknowledged as a problem in researched studies

of clinical populations (78). That some of those who are undertreated eventually break

the law should not be surprising, especially in considering how densely populated the

corrections system is with folks who have significant psychiatric histories (79).

Therefore, medicines that accelerate the metabolism of the psychotropic may be

pertinent to a criminal defense, especially if behavioral changes coincided with the time

course of the regimen. If the patient followed a doctor’s instructions, then the unex-

pected ineffectiveness of the medicine may be even further supportive to the defense (80).

When patients drink alcohol or take illicit drugs, along with the antipsychotic,

attorneys should question whether the criminal behavior originated from the drugs them-

selves, or the interaction between the drugs and the antipsychotics. The literature sup-

porting a link between alcohol and illicit drugs and crime is so clear (81) as to relegate

the more indirect possibility of a drug’s impact on metabolism of a psychotropic.

A defendant compliant with medicines and still undertreated warrants greater appre-

ciation for his limited contribution to the deterioration of his condition than someone

who chooses noncompliance. Therefore, attorneys should probe the defendant’s insight

into the implications of his noncompliance and awareness of potential drug interactions.

Notwithstanding the legal mandate of informed consent, psychiatry in practice

rarely addresses the potentials for criminality that might arise, hypothetically, should

patients abuse drugs while taking medicines, or skip doses of their prescribed regimen.

“You have to take this every day,” and “you’re not supposed to drink when you are on

this, it will make you sick,” may not be enough of an explanation why.

The recent trial in Houston, Texas, of Andrea Yates demonstrated the relationship

between undertreatment and crime. Would Mrs. Yates have stopped taking her medi-

cines if she fully appreciated that she might have become homicidal to her five chil-

dren? Likely not. Tragically, such crimes are so unfathomable—especially in foresight

—that we need to be cautious of our expectations about the breadth of informed con-

sent one can expect.

Ultimately, issues of responsibility for sentencing are left to the trier of fact, and

the point of what a patient should have known about medication compliance and ill-

ness relapse is ultimately best resolved by the evidence at hand.
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6. GUIDELINES FOR ASSESSMENT

Given the many possibilities that must be sorted out in a criminal responsibility

evaluation, a few general principles are helpful to guide every evaluation.

Past patterns of violence reflect future patterns of violence. Violence and crim-

inality resemble other important positive and negative behaviors in that they are an

expression unique to an individual. Those with a past history of violence express their

destructiveness under circumstances that reflected their neurochemistry, their interper-

sonal tendencies, their illness, medicines they took, individual sensitivities, and many

other things. Although the aforementioned factors may not have been at all a part of

the instant offense, ill-advised choices often reenact the same dynamics.

This principle is why no history of previous violence may be a particularly com-

pelling argument in support of a disturbance in brain chemistry, possibly caused by

medication. An unnatural defendant—which has nothing to do with race, socioeco-

nomics, or education—is an unnatural defendant for a reason.

Full medical history. Attention to an examinee’s medical history elicits physio-

logical vulnerabilities and drug allergies, as well as factors that might suggest his vulner-

ability to a paradoxical or unexpected reaction to a medicine. Imaging studies to consider

frontal or amygdala pathology may demonstrate gross structural brain impairment that

would make a person more vulnerable to the effects of certain psychotropics, or to envi-

ronmental provocation.

Other conditions associated with brain damage but that might not show findings on

a CT (computed tomography), EEG (electroencephalogram), MRI (magnetic resonance

imaging), or PET (positron emission tomography) scan, are AIDS and neurological dis-

eases. Examining medical problems and a comprehensive review of body systems helps

the examiner to learn of any conditions that the defendant was self-medicating, or how

he or she has been buffeted by unremitting pain and chronic illness—both associated

with suicidality.

Probe particular patterns of behavior when taking medicines, and which patterns

are intended. Determine changes of dose, starting, stopping, and pattern of noncompli-

ance as well. The timing of dose is important. In addition, explore behaviors and pat-

terns off the psychotropics.

History of drug use needs to be gathered in this context, including observations

about whether drugs taken had different effects on the defendant than usual and whether

these changes coincided with medication changes or dosing. Though it is important to

assess intoxication, withdrawal can contribute to criminal choices, irritability, and poor

impulse control. Illicit drug craving is commonly responsible, for example, for robbery

and violent crime.

Metabolic potential worsens as a person advances into old age (82) and in patients

with liver disease (83). These populations are at higher risk for drug interactions, or

problems arising from accumulated medicines. Even with no previous history of violent

behavior, the changes to their physiology may render them vulnerable to untoward effects

of medicines prescribed at even modest doses.

Females show faster metabolic activity of isoenzyme CYP3A4, particularly in the

premenopausal period (84). Therefore, consideration of criminal responsibility and drug

interaction questions in such a defendant would be more a question of inadequate treat-
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ment of illness than intoxication. The following is a list of the 3A4 medications: alpraz-

olam, diazepam, midazolam, triazolam, diltiazem, felodipine, nicardipine, nifedipine,

nitrendipine, verapamil, cyclophosphamide, tamoxifen, paclitaxel, vinblastine, estradiol,

cortisol, testosterone, amiodarone, lidocaine, carbamazepine, cisapride, cyclosporine,

erythromycin, macrolide antibiotics, terfenadine, astemizole, nefazodone, quinidine,

methadone, ritonavir, indinavir, saquinavir, colchicine, progesterone, alfentanil, sertra-

line, metoprolol, timolol, mexilitene, propafenone, codeine, dextromethorphan, silde-

nafil, haloperidol, and buspirone.

Full event history. To the extent possible, a moment-by-moment reconstruction of

the period leading up to the crime, the period involving the crime, and the period imme-

diately after is essential. The painstaking investigation thus gathers information about

what was ingested, why it was ingested, and what emotions were present and when and

how they changed.

The role of the victim in contributing to the crime warrants a toxicology profile

of the victim as well, along with a corresponding history of ingestion history.

Because the significance of so many intoxicants and offending medicines relates

to impulsive actions, the examiner should carefully discern the time lag from triggering

events (if there were any) to criminal acts.

Consideration of motive is also a must. The less likely a motive can account for the

crime, the more likely the crime was caused by a physiological phenomenon, includ-

ing medicines. And, the more likely the involuntariness of an intoxication, if medi-

cines were that physiological pilot light. Level of regret may herald a lack of motive.

Motiveless crimes are characteristically associated with profound remorse (85).

Collaterals. A defendant will understandably try to present his or her case in as

self-serving a manner as possible. That being the case, the examiner who relies up the

defendant as the sole informant does truth a disservice. Identifying and getting access

to witnesses, historians, and others with clear and detailed information can confirm

the validity of the history. Because so many variables can affect the overall conclusions

of the examiner, confirming the truth is essential.

The crime scene can reveal many details about the level of disorganization of the

offender. Likewise, an examination of the offender’s home, or pictures from where he

or she used drugs, may confirm use when blood levels cannot be determined.

Testing. Drug and medication tests should be performed upon arrest, when appre-

hending a defendant shortly after the crime has been committed. Of course, civil liberty

issues would be confronted, and costs would be problematic. But we can certainly do

a better job than at present; only in select fortunate cases of some defendants who are

taken to the emergency room are any toxicology tests done. Of that small percentage,

the toxicology battery is quite often incomplete.

The mystery of forensic assessments of drug interactions typically deepens because

blood analyses are often not done during the period that would yield reliable and use-

ful results. Consequently, toxicologists are often called upon to extrapolate blood levels

based on time of ingestion, other medicines and drugs taken, time of eating, and other

factors that might accelerate or decelerate breakdown of the medication.

Even when the consulting toxicologist is fortunate enough to gather sufficient infor-

mation to arrive at a numerical figure for a blood level, that number cannot be consid-

ered in a vacuum. Likewise, in a clinical setting, there are those who, at very low levels
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of a medicine, show pronounced physical and mental effects. Alternatively, there are

those for whom drugs well above a normal blood level hardly affect them at all. And post-

mortem levels of certain drugs frequently differ from expected antemortem levels (86).

Blood levels are therefore one piece of evidence in an overall clinical assessment.

Uncommonly, numerical values of the blood levels of a prescribed medicine will

yield absolute answers in the investigation of questioned death and criminal and civil

responsibility.

Supplementing laboratory study with a complete background investigation about

an individual, lethal ideation, and possible motives, will attach contextual relevance

to the numbers available or arrived at. So, too, will additional testing, such as hair anal-

ysis, which provides a contextual appreciation of the test results of a snapshot in time

compared to what the defendant had been taking in recent months.

Testing the defendant’s capacity to metabolize drugs through the CYP isoenzyme

2D6 can assist investigations of drug interactions and criminal responsibility (87).Of

course, this is pertinent only if the drugs in question are actually metabolized on the

2D6 isoenzyme. The following list serves as a useful guide, to date, of those 2D6 med-

icines with the potential for problematic behavioral effects: alprenolol, amitriptyline,

chlorpheniramine, clomipramine, codeine, desipramine, dextromethorphan, encainide,

fluoxetine, haloperidol, imipramine, indoramin, metoprolol, nortriptyline, ondansetron,

oxycodone, paroxetine, propranolol, and propafenone.

Poor female 2D6 metabolizers may be further hampered by lower activity during

the luteal phase of the menstrual cycle (88). The association of this metabolic change

with more dramatic behavioral changes of late-luteal-phase dysphoria, or with postpar-

tum events, has yet to be demonstrated.

Psychotropic drugs are metabolized through the isoenzymes CYP 1A2, 2D6,

2C19, and 3A4. Many of these drugs are metabolized through more than one system;

therefore, changes in the activation or inhibition of one isoenzyme will not necessar-

ily dramatically alter blood concentrations. Future research will undoubtedly trace more

definitive cause–effect relationships between specific isoenzyme activity, specific medi-

cines, interactions, and the influence on a crime. At this stage, the presumption of such

a link in a given case is just that, without more than the established theoretical path-

ways. We have not yet identified all of the pathways for all of the drugs.

Further discoveries will also yield important insights on the metabolism distinc-

tions within ethnic groups and subpopulations, just as study of the genetic code has yielded

unique sequences. Part of the problem is the paucity of available psychotropic and psy-

chopharmacology research data from a sizeable sample of non-Caucasian, female sub-

jects. We are still some years from the practical application of these ideas to yield con-

clusions of medical certainty on a given case.
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saliva, 579, 580
urine, 577–579

mechanism of action, 555, 556
preparations, 555

Cyclooxygenase (COX),
inhibitors, see Nonsteroidal

antiinflammatory drugs
isoforms, 338

Cyclophosphamide,
drug interactions, 367
indications, 366, 367
preparations and dosing, 367

Cyclosporin,
drug interactions,

amiodarone, 227
overview, 364, 365

indications and contraindications, 364
preparations and dosing, 364

CYP1A2, inhibitors for study, 20, 21
CYP2A6, inhibitors for study, 20, 21
CYP2B6,

benzodiazepine metabolism, 22, 23
inhibitors for study, 20, 21

CYP2C19,
benzodiazepine metabolism, 22, 23
inhibitors for study, 20, 21
polymorphisms and tricyclic antidepressant

metabolism, 158, 163
CYP2C8, inhibitors for study, 20, 21
CYP2C9, inhibitors for study, 20, 21
CYP2D6,

inhibitors for study, 20, 21
polymorphisms and tricyclic antidepressant

metabolism, 156–158, 163
CYP2E1,

acetaminophen interactions, 414–416
alcohol metabolism, 413, 414
inhibitors for study, 20, 21

CYP3A4,
benzodiazepine metabolism, 22, 23
grapefruit inhibitors, 60, 61
inhibitors for study, 20, 21

CYP3A5, benzodiazepine metabolism, 22, 23

D
Danazol,

adverse effects, 524
contraindications, 523
dosing, 509, 510
indications, 509
pharmacokinetics, 509
preparations, 508, 509

Delaviridine, drug interactions, 324
DHT, see Dihydrotestosterone
Diazoxide,

adverse effects, 241
indications, 241
pharmacology, 241

Diclofenac,
drug interactions, 350
indications and contraindications, 350
pharmacokinetics, 349, 350
preparations and dosing, 350
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Didanosine, drug interactions, 324
Diflunisal,

drug interactions,
benzodiazepines, 64
overview, 347, 348

pharmacokinetics, 347
preparations and dosing, 347

Digoxin,
drug interactions,

amiodarone interactions, 228
β-agonist interactions, 552
β-blocker interactions, 236
pharmacodynamic interactions, 253
pharmacokinetic interactions, 252, 253
statins, 278

mechanism of action, 251, 252
pharmacokinetics, 252
toxicity and monitoring, 253, 254

Dihydrotestosterone (DHT),
adverse effects, 524
dosing, 510
indications, 510
pharmacokinetics, 510

Dipyridamole,
drug interactions, 273
side effects, 272, 273

Disopyramide, side effects, 223
Disulfiram,

alcoholism treatment, 434, 435
aldehyde dehydrogenase inhibition, 411, 412
benzodiazepine interactions, 64

Diuretics,
indications, 258, 259
loop diuretics,

adverse events, 265, 266
contraindications, 266
drug interactions,

β-agonists, 554
overview, 266, 267

indications, 265
mechanism of action, 265
metabolism, 265

mechanisms of action, 259, 260
renal sites of action, 260
thiazide diuretics,

adverse reactions, 263–265
contraindications, 261, 262
drug interactions,

β-agonists, 554
overview, 262, 263

mechanism of action, 260
pharmacokinetics, 261

Dobutamine,
adverse reactions, 549, 550
contraindications, 546
intravenous dosing, 540
mechanism of action, 540

E
Ebrotidine, benzodiazepine interactions, 40, 42
Efavirenz, drug interactions, 325
Endorphins,

functions, 126, 127
processing, 126
types, 126

Entacapone, β-agonist interactions, 553
Epilepsy,

epidemiology, 89
etiology, 89
medications, see Antiepileptic drugs

Ergot alkaloids, β-agonist interactions, 553
Erythromycin,

alcohol interactions, 421
amiodarone interactions, 229
benzodiazepine interactions, 56–58
statin interactions, 279

Erythropoietin,
adverse reactions, 577
contraindications, 576
drug interactions, 577
indications, 573–575
mechanism of action, 575, 576
metabolism, 576
preparations, 573–575

Escherichia coli, pathogenic strains, 296, 297
Etanercept,

drug interactions, 370
indications and contraindications, 370
mechanism of action, 369
preparations and dosing, 370

Ethambutol, benzodiazepine interactions, 57
Ethanol, see Alcohol
Ethosuximide,

adverse reactions, 94, 105, 106
chemistry, 104, 105
contraindications and precautions, 106
drug interactions,

antiepileptic drug interactions, 96
non-antiepileptic drugs, 97
overview, 106

metabolism, 105
pharmacokinetics, 105
pharmacology, 105
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Etodolac,
drug interactions, 352
pharmacokinetics, 352
preparations and dosing, 352

Exemestane,
adverse reactions, 572
contraindications, 571
drug interactions, 572, 573
mechanism of action, 569, 570
metabolism, 570
pharmacokinetics, 569
preparations, 569

F
Famotidine, benzodiazepine interactions, 40, 42
Felbamate,

adverse reactions, 95, 112
chemistry, 111
contraindications and precautions, 112
drug interactions,

antiepileptic drug interactions, 96
non-antiepileptic drugs, 97
overview, 112, 113

metabolism, 111
pharmacokinetics, 111, 112
pharmacology, 111

Felodipine, drug interactions, 243
Fenifibrate,

drug interactions,
overview, 280
statins, 277

mechanism of action, 279, 280
side effects, 280

Fenoprofen,
indications and contraindications, 356
pharmacokinetics, 356
preparations and dosing, 356

Fentanyl, benzodiazepine interactions, 29–31
Fibrates, see Clofibrate; Fenifibrate;

Gemfibrozil
Flecainide,

amiodarone interactions, 227
side effects, 224

Fluconazole, drug interactions,
benzodiazepines, 46
overview, 325

5-Fluorouracil, opioid interactions, 137
Fluoxetine,

benzodiazepine interactions, 47–49
criminal defense aspects, 631–635

Fluoxymesterone,

adverse effects, 524
contraindications, 523
dosing, 511
indications, 511
pharmacokinetics, 510

Flurbiprofen,
indications and contraindications, 356
pharmacokinetics, 356
preparations and dosing, 356

Fluvoxamine,
benzodiazepine interactions, 47–49
opioid interactions, 136, 137

Fomepizole, alcohol dehydrogenase
interactions, 409

Food-drug interactions,
monoamine oxidase inhibitors, 150, 151
nutritional status interactions,

absorption effects, 389
excretion effects, 390
food intake, 387, 388
metabolism effects, 389, 390
overview, 386, 387
weight gain, 388, 389

opioids, 134, 135
pharmacological aspects, 379, 380
phases of nutrient–drug interactions,

pharmaceutical phase, 380, 381
pharmacodynamic phase, 384, 386
pharmacokinetic phase, 381–384

Fructose, amethystic agent, 437, 438

G
Gabapentin,

adverse reactions, 95, 107
chemistry, 106
contraindications and precautions, 107
drug interactions,

antiepileptic drug interactions, 96
non-antiepileptic drugs, 97
overview, 107

metabolism, 107
pharmacokinetics, 106, 107
pharmacology, 106

Ganciclovir, drug interactions, 325
Gemfibrozil,

drug interactions,
overview, 280
statins, 277

mechanism of action, 279, 280
side effects, 280

Gentamicin, opioid interactions, 137
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GHB, see γ-Hydroxybutyrate
Glucocorticoids, benzodiazepine interactions, 64
Gold,

drug interactions, 366
indications and contraindications, 366
mechanism of action, 366
preparations and dosing, 366

Gonadotrophin-releasing hormone,
administration routes, 559
adverse reactions, 559
contraindications, 559
drug interactions, 560
indications, 559
mechanism of action, 559
preparations, 558, 559

Gout,
acute attack management, 371
arthritis management, 372, 373

Grapefruit juice,
CYP inhibitors, 60, 61
drug interactions,

benzodiazepines, 60–62
overview, 384, 386

Growth hormone, see Human growth hormone
Guanethidine, β-agonist interactions, 553

H
Haemophilus influenzae,

diagnosis of disease, 298
transmission, 297, 298

Halofenate, β-blocker interactions, 237
HCTZ, see Hydrochlorothiazide
Heparin,

complications, 267, 268
mechanism of action, 267
tobacco smoke interactions, 476

Hepatitis, virus types and diseases, 298, 299
Herbal supplements,

antimicrobial interactions, 311, 312
benzodiazepine interactions, 66
β-agonist interactions, 553
opioid interactions, 135
selective serotonin reuptake inhibitor

interactions, 180
Herpes simplex virus (HSV), clinical features

and management, 299
HGH, see Human growth hormone
Histamine-2 receptor antagonists,

alcohol interactions, 422–424
benzodiazepine interactions, 39–42

HIV, see Human immunodeficiency virus

HSV, see Herpes simplex virus
Human growth hormone (HGH),

adverse reactions, 558
biosynthesis, 557
contraindications, 558
drug interactions, 558
indications, 557
mechanism of action, 557
metabolism, 558
pharmacokinetics, 556, 557
preparations, 556

Human immunodeficiency virus (HIV),
see also Antiretroviral drugs,

epidemiology of AIDS, 319
management, 320, 321, 329

Hydralazine,
dosing, 240
indications, 240

Hydrochlorothiazide (HCTZ),
adverse reactions, 263–265
contraindications, 261, 262
drug interactions, 262, 263
mechanism of action, 260
pharmacokinetics, 261

γ-Hydroxybutyrate (GHB), alcoholism
treatment, 435, 436

I
Ibuprofen,

drug interactions, 354
indications and contraindications, 353
opioid interactions, 135
pharmacokinetics, 353
preparations and dosing, 353, 354

IGF-1, see Insulin-like growth factor-1
Imipramine, anabolic steroid interactions, 529
Indinavir, drug interactions, 325
Indomethacin,

adverse effects, 349
contraindications, 349
drug interactions, 349
gout management, 371
pharmacokinetics, 348
preparations and dosing, 348, 349

Infliximab,
drug interactions, 369
indications and contraindications, 369
mechanism of action, 369
preparations and dosing, 369

Insulin,
anabolic steroid interactions, 526
β-agonist interactions, 553
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Insulin-like growth factor-1 (IGF-1),
administration routes, 560
adverse reactions, 561
biosynthesis, 560, 561
mechanism of action, 561
preparations, 560

Isoniazid,
benzodiazepine interactions, 57
tricyclic antidepressant interactions, 152

Isoproterenol,
administration routes, 540, 541
adverse reactions, 550
β-blocker interactions, 237
contraindications, 547
indications, 540

Israpidine, drug interactions, 243
Itraconazole, drug interactions,

benzodiazepines, 46
overview, 325

K
Ketoconazole,

amiodarone interactions, 229
antiretroviral drug interactions, 326
benzodiazepine interactions, 44–46

Ketoprofen,
indications and contraindications, 356
pharmacokinetics, 356
preparations and dosing, 356, 357

Ketorolac,
indications and contraindications, 353
pharmacokinetics, 353
preparations and dosing, 353

L
Lamotrigine,

adverse reactions, 94, 101, 102
chemistry, 100
contraindications and precautions, 102
drug interactions,

antiepileptic drug interactions, 96
non-antiepileptic drugs, 97
overview, 102

metabolism, 101
pharmacokinetics, 101
pharmacology, 100, 101

Lansoprazole, benzodiazepine interactions,
42–44

Leflunomide,
drug interactions, 366
indications and contraindications, 365

mechanism of action, 365
preparations and dosing, 365

Legal aspects,
antipsychotics,

akathisia, 191
civil law, 207
cognitive side effects, 193, 194
criminal law,

competency, 205, 206
medication defenses, 206, 207
questioning of suspects, 204, 205

disability status, 207–209
drug interactions, 204
malpractice litigation, 209, 210
testamantary capacity, 210

civil cases by state, 627, 628
cross-claims by physicians or pharmacists

against pharmaceutical companies, 616
forensic evidence of causation reliability,

616–627
pharmaceutical company civil action

case law,
learned intermediary doctrine, 609, 610
multiple theories of liability, 615, 616
negligence and strict liability, 610–615

pharmacist civil action case law,
learned intermediary doctrine, 602–604
reasonable care requirement, 606–608
voluntary undertaking theory of liability,

604–606
physician civil action case law, 599–602
psychotropic medications in criminal

defense,
benzodiazepines, 635, 636
criminal responsibility evaluation,

collateral witnesses, 641
event history, 641
laboratory testing, 641, 642
medical history, 640, 641
past patterns of violence, 640

involuntary intoxication, 636–639
Prozac, 631–635
serotonergic antidepressants

and agitation frequency, 634
underlying condition in criminal

behavior, 639
Legionnaire’s disease, clinical features

and management, 300
Letrozole,

adverse reactions, 572
contraindications, 571
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drug interactions, 572, 573
mechanism of action, 569, 570
metabolism, 570
pharmacokinetics, 568
preparations, 568

Levetiracetam,
adverse reactions, 95, 115
chemistry, 114
contraindications and precautions, 115, 116
drug interactions,

antiepileptic drug interactions, 96
non-antiepileptic drugs, 97
overview, 116

metabolism, 115
pharmacokinetics, 115
pharmacology, 114, 115

Levodopa,
β-agonist interactions, 554
β-blocker interactions, 237

Lidocaine,
β-blocker interactions, 236
side effects, 223

Lithium, selective serotonin reuptake inhibi-
tor interactions, 181

Litigation, see Legal aspects
Loop diuretics, see Diuretics
Lopinavir, drug interactions, 326
LSD, see Lysergic acid diethylamine
Lysergic acid diethylamine (LSD), opioid

interactions, 139

M
MAOIs, see Monoamine oxidase inhibitors
Maprotiline, β-agonist interactions, 555
Meclofenamate,

indications and contraindications, 357
pharmacokinetics, 357
preparations and dosing, 357, 358

Mefenamic acid,
indications and contraindications, 357
pharmacokinetics, 357
preparations and dosing, 357, 358

Meloxocam,
indications and contraindications, 358
pharmacokinetics, 358
preparations and dosing, 358

Meningitis,
chronic disease, 296
pathogens, 295, 296

Methadone,
benzodiazepine interactions, 28–31

selective serotonin reuptake inhibitor
interactions, 181

uses, 129
Methanol,

alcohol dehydrogenase interactions, 407, 408
poisoning, 408

Methotrexate,
drug interactions, 364
indications and contraindications, 364
mechanism of action, 362
pharmacokinetics, 364
preparations and dosing, 364

Methyldopa, β-blocker interactions, 237
Methyltestosterone,

adverse effects, 525
contraindications, 523
dosing, 511
indications, 511
pharmacokinetics, 511
preparations, 511

Metoclopramide, opioid interactions, 135
Metoprolol, selective serotonin reuptake

inhibitor interactions, 181
Metronidazole,

aldehyde dehydrogenase inhibition, 412, 413
benzodiazepine interactions, 44–46

Mexiletine, side effects, 223
Minoxidil,

dosing, 241
indications, 240
pharmacology, 240

Modafinal, benzodiazepine interactions, 66
Monoamine oxidase inhibitors (MAOIs),

β-agonist interactions, 554
β-blocker interactions, 237
depression management, 149
enzyme isoform specificity, 150
food interactions, 150, 151
narcotic analgesia interactions, 151, 152
overdose, 150

Moricizine, side effects, 224
Morphine, benzodiazepine interactions, 29, 31

N
Nabumetone,

indications and contraindications, 352
pharmacokinetics, 352
preparations and dosing, 352, 353

Naltrexone,
adverse effects, 525
alcoholism treatment, 435, 436
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benzodiazepine interactions, 30
contraindications, 523
dosing, 512
indications, 512
pharmacokinetics, 512
preparations, 511, 512

Naproxen,
drug interactions, 355
indications and contraindications, 355
pharmacokinetics, 354, 355
preparations and dosing, 355

Nefazodone, benzodiazepine interactions,
47–49, 199

Neuroleptic malignant syndrome (NMS),
antipsychotic drug induction, 197

Nevirapine, drug interactions, 326
Niacin,

drug interactions,
overview, 284, 285
statins, 277

indications, 284
precautions, 284

Nicardipine, drug interactions, 243
Nicotine,

drug interactions,
alcohol, 471, 472, 474
antipsychotics, 203, 472
barbiturates, 472, 473
benzodiazepines, 473
β-blocker interactions, 236
caffeine, 473
carbon tetrachloride, 473
cimetidine, 474
cocaine, 474
mechanisms,

pharmacodynamic mechanisms, 471
pharmacokinetic mechanisms, 470, 471

opioids, 474
phencyclidine, 474
tricyclic antidepressants, 472
tripelannamine, 472

pharmacology, 467, 468
replacement therapy,

adverse effects, 483, 484
components, 467
contraindications, 482
forms, 463–465
precautions, 483
prevalence of use, 465

tobacco, see also Smoking,
chewing tobacco, 482

components, 467
forms, 465, 466
prevalence of use, 466, 467

toxicity, 468, 469
Nifedipine, drug interactions, 243
Nimodipine, drug interactions, 243
Nisoldipine, drug interactions, 244
Nitroglycerin,

angina management, 254–256
contraindications, 258
drug interactions, 258
mechanism of action, 256, 258
side effects, 257
sublingual administration, 256, 257
tolerance, 257

Nitroprusside,
dosing, 238
mechanism of action, 238, 239, 258
metabolism, 238
monitoring, 239
side effects, 240

Nizatidine, benzodiazepine interactions, 40, 42
NMS, see Neuroleptic malignant syndrome
Nonsteroidal antiinflammatory drugs

(NSAIDs), see also specific drugs,
anabolic steroid interactions, 526
classification, 337, 338
cyclooxygenase inhibitors,

adverse effects, 341, 342
analgesic effects, 341
antipyretic effects, 341
chemistry, 338
drug interactions, 342, 343
pharmacodynamics, 340, 341
pharmacokinetics, 338, 340
selection guidelines, 362
types, 338, 339

disease-modifying antirheumatic drugs,
alkylating agents, 366, 367
antimalarial agents, 367, 368
classification, 362, 363
immunosuppressive drugs, 362, 364–366
interleukin-1 antagonists, 370
tumor necrosis factor-α antagonists,

369, 370
gout management, 370–373
half-lives, 344

NSAIDs, see Nonsteroidal antiinflammatory
drugs
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O
OCs, see Oral contraceptives
Omeprazole, benzodiazepine interactions,

42–44
Ondansetron, alcoholism treatment, 435
Opioids, see also specific opioids,

abuse, 127–129
classes, 123
drug interactions,

alcohol, 136
anabolic steroids, 529
anticonvulsants, 136, 137
antiretroviral drugs, 135, 136
barbiturates, 138
benzodiazepines,

fatalities, 24–26
pharmacodynamic effects, 28–30, 138

cannabinoids, 139
cimetidine, 136
ciprofloxacin, 137
cocaine, 139
endocrine drugs, 139
5-fluorouracil, 137
fluvoxamine, 136, 137
food, 134, 135
gentamicin, 137
herbal supplements, 135
ibuprofen, 135
lysergic acid diethylamine, 139
metoclopramide, 135
nicotine, 474
oral contraceptives, 137
phenothiazines, 138, 139
propofol, 138
propoxyphene, 137
psychoactive agents, 138, 139
quinidine, 137
rifampin, 136
tricyclic antidepressants, 135
trovafloxacin, 135
urinary acidifiers, 137, 138

genotoxicity, 141
history of use, 123, 127, 128
immunosuppression, 141
mechanism of action, 127
overdose,

clinical presentation, 131, 132
diagnosis, 132, 133
management, 133, 134
postmortem examinations, 141–143

pharmacokinetics, 123–125

physiological effects,
cardiovascular system, 130
central nervous system, 128, 129
gastrointestinal system, 130
peripheral effects, 128
respiratory system, 129, 130

receptors, 125, 126
tolerance and physical dependence, 130, 131

Oral contraceptives (OCs),
benzodiazepine interactions, 49–51
opioid interactions, 137
statin interactions, 278

Oxandrolone,
adverse effects, 525
contraindications, 523
dosing, 513, 514
indications, 513, 514
pharmacokinetics, 513
preparations, 512

Oxaprozin,
gouty arthritis management, 373
indications and contraindications, 357
pharmacokinetics, 357
preparations and dosing, 357

Oxcarbazepine,
chemistry, 95, 98
drug interactions,

antiepileptic drug interactions, 96
non-antiepileptic drugs, 97
overview, 100

pharmacokinetics,
absorption, 98
distribution, 99
excretion, 99
metabolism, 99

pharmacology, 98
Oxmetidine, benzodiazepine interactions, 40, 42
Oxymetholone,

adverse effects, 525
contraindications, 523
dosing, 514
indications, 514
preparations, 514

Oxyphenbutazone, anabolic steroid
interactions, 529

P
Pantoprazole, benzodiazepine interactions,

42, 44
Papaveretum, benzodiazepine interactions,

29, 31
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Paracetamol, benzodiazepine interactions, 64
Paroxetine, amiodarone interactions, 229
Penicillamine,

drug interactions, 369
indications, 368
preparations and dosing, 368

Performance enhancers, see also Anabolic
steroids; β-agonists; Clomiphene;
Cyclofenil; Erythropoietin; Gonadotro-
phin-releasing hormone; Human
growth hormone; Insulin-like growth
factor-1; Tamoxifen,

history of use, 493–496
International Olympic Committee restric-

tions, 496
Pethidine, benzodiazepine interactions, 29, 31
Phencyclidine, nicotine interactions, 474
Phenothiazines,

β-blocker interactions, 237
opioid interactions, 138, 139

Phentermine, selective serotonin reuptake
inhibitor interactions, 181

Phenylpropanolamine (PPA),
adverse reactions, 550, 551
β-blocker interactions, 237
contraindications, 547
dosing, 541, 542
indications, 541
mechanism of action, 541

Phenytoin,
adverse reactions, 93, 94
antipsychotic drug interactions, 200, 201
benzodiazepine interactions, 52, 53
β-blocker interactions, 237
contraindications and precautions, 93
drug interactions,

amiodarone, 229
antiepileptic drug interactions, 96
non-antiepileptic drugs, 97
overview, 94, 95
selective serotonin reuptake inhibitors, 181

formulations, 90, 91
fosphenytoin as prodrug, 91
pharmacokinetics,

absorption, 91, 92
distribution, 92
excretion, 93
metabolism, 92, 93

pharmacology, 91
Piroxicam,

indications and contraindications, 358

pharmacokinetics, 358
preparations and dosing, 358

PPA, see Phenylpropanolamine
Probenecid,

drug interactions,
benzodiazepines, 64, 65
overview, 373

gouty arthritis management, 373
Probucol,

mechanism of action, 281
side effects, 281

Procainamide,
amiodarone interactions, 228
side effects, 222, 223

Propafenone, side effects, 224
Propofol,

benzodiazepine interactions, 30, 31
opioid interactions, 138

Propoxyphene,
alcohol interactions, 430, 431
benzodiazepine interactions, 30, 31
opioid interactions, 137

Propranolol,
adverse reactions, 551
contraindications, 547
indications, 542
mechanism of action, 542

Proton pump inhibitors, benzodiazepine
interactions, 42–44

Q
Quinidine,

amiodarone interactions, 227
β-blocker interactions, 237
opioid interactions, 137
side effects, 221, 222

R
Ranitidine,

alcohol interactions, 421, 422
benzodiazepine interactions, 40, 42

Reserpine, β-blocker interactions, 237
Rifabutin, drug interactions, 326
Rifampin, drug interactions,

benzodiazepine interactions, 54, 56, 57
β-blocker interactions, 236
opioid interactions, 136
overview, 327

Risperidone, selective serotonin reuptake
inhibitor interactions, 181
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Ritonavir, drug interactions,
benzodiazepine interactions, 58, 60
overview, 327, 328

Rofecoxib,
drug interactions, 361, 362
indications and contraindications, 361
pharmacokinetics, 361
preparations and dosing, 361

Roxithromycin, benzodiazepine interactions,
57, 58

S
Salmonellosis, clinical features

and management, 300
Saquinavir, drug interactions,

benzodiazepine interactions, 58–60
overview, 328

Selective serotonin reuptake inhibitors
(SSRIs),

adverse reactions, 181
CYPs in metabolism, 177, 178
depression management, 149, 175
drug interactions,

benzodiazepines, 47–49
herbal supplements, 180
pharmacodynamic interactions, 178, 179
pharmacokinetic interactions, 179
tricyclic antidepressants, 159–161, 181

mechanism of action, 175, 176
pharmacokinetics,

absorption, 176
distribution, 176, 177
elimination, 177
metabolism, 177

serotonin syndrome, 149, 151, 178, 179
Sertraline, benzodiazepine interactions, 47–49
Sexual dysfunction, antipsychotic drug in-

duction, 194, 197, 198
Smoking, see also Nicotine,

cardiovascular disease risk, 469
cancer risk, 469, 470
pulmonary disease risk, 470
drug interactions with tobacco smoke,

alcohol, 475
antiarrhythmic drugs, 479
antipsychotics, 476, 477
aspirin, 475, 476
benzodiazepines, 478
β-blockers, 479

caffeine, 478
carbamazepine, 479
diuretics, 479
heparin, 476
insulin, 480
opioids, 480, 481
steroid hormones, 481
tacrine, 481
theophylline, 481, 482
tricyclic antidepressants, 476
warfarin, 476

Sotalol, side effects, 226
SSRIs, see Selective serotonin reuptake

inhibitors
Stanozolol,

adverse effects, 525
contraindications, 523
dosing, 514
indications, 514
preparations, 514

Statins,
drug interactions,

antacids, 279
antipyrine, 279
bile acid sequestrants, 278
cimetidine, 279
digoxin, 278
erythromycin, 279
fibric acid derivatives, 277
oral contraceptives, 278
warfarin, 278

mechanism of action, 276
side effects, 276, 277

Streptococcus, pathogenic groups, 297
Streptokinase,

contraindications, 271
indications, 270, 271
pharmacology, 271, 272

Sulfasalazine,
drug interactions, 368
indications, 368
preparations and dosing, 368

Sulfinpyrazone,
drug interactions, 373
gouty arthritis management, 373

Sulindac,
drug interactions, 351
indications and contraindications, 351
pharmacokinetics, 350, 351
preparations and dosing, 351
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T
Tamoxifen,

administration routes, 564
adverse reactions, 565, 566
contraindications, 565
drug interactions, 566, 567
indications, 564
mechanism of action, 564, 565
metabolism, 565
preparations, 563

Tardive dyskinesia, antipsychotic drug
induction, 191, 192

Taste perception, drug effects, 388
TB, see Tuberculosis
TCAs, see Tricyclic antidepressants
Terbinafine,

administration routes, 543
adverse reactions, 551
benzodiazepine interactions, 46
contraindications, 547
mechanism of action, 542, 543

Testosterone,
administration routes, 515, 516
adverse effects, 525, 526
contraindications, 523
dosing, 516
drug interactions, 530
indications, 516
pharmacokinetics, 515
preparations, 514, 515

Theophylline,
benzodiazepine interactions, 62
β-agonist interactions, 554

Thiazide diuretics, see Diuretics
Thiopental, benzodiazepine interactions, 30
Thioridazine, tricyclic antidepressant

interactions, 161
Thyroid hormone, β-agonist interactions, 555
Tiagabine,

adverse reactions, 110
chemistry, 109
contraindications and precautions, 110
drug interactions, 110, 111
metabolism, 110
pharmacokinetics, 110
pharmacology, 109

Ticlopidine,
contraindications, 274, 275
drug interactions,

overview, 274
tricyclic antidepressants, 161

side effects, 273, 274

Tissue plasminogen activator,
contraindications, 271
indications, 270, 271
pharmacology, 272

Tobacco, see Nicotine; Smoking
Tocainide, side effects, 223
Tolbutamide, aldehyde dehydrogenase

inhibition, 412
Tolmetin,

drug interactions, 352
indications and contraindications, 351
pharmacokinetics, 351
preparations and dosing, 351, 352

Topiramate,
adverse reactions, 95, 108, 109
chemistry, 107, 108
contraindications and precautions, 109
drug interactions,

antiepileptic drug interactions, 96
non-antiepileptic drugs, 97
overview, 109
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and management, 300
Tricyclic antidepressants (TCAs),
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drug interactions,
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Trovafloxacin, opioid interactions, 135
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and management, 301
Tubocurarine, β-blocker interactions, 237
Tyramine-restricted diet, 391
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Warfarin,
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