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Preface

Clinical trials are experiments on humans. The why, when, and how of clin-
ical trials is a serious business and needs careful consideration. Conducting a 
clinical trial can only be justified for honourable ends. We use clinical trials to 
study the impact of medical treatments, to learn which treatments work, how 
they work, and who they benefit. Clinical trials shine light on the complex re-
lationship between healthcare and health. Ultimately, we do this to improve 
the health of society through the treatment of future patients.

It is increasingly common for a clinical trial to feature in the daily news, 
with a study showing that a new treatment is available for this type of cancer, 
a vaccine for a new virus is now ready for use, or that this new treatment is 
better than that old one. The COVID-​19 pandemic has led to clinical trials 
being the topic of kitchen tables. Sadly, clinical trials have occasionally also 
been in the headlines for the wrong reasons. Some individuals have experi-
enced significant harm due to their participation in a clinical trial. Clinical 
trials should not be carried out without pause for thought and due diligence.

As with any other scientific study, clinical trials ought to provide a reliable, 
reproducible, and fair result. However, they also involve many people. As well 
as numerous participants, many others will be involved in running the trial. 
Completing a clinical trial entails dealing with many of the challenges any 
project involving many individuals will face. To the scientific purist, clinical 
trials can be somewhat crude science, but to others, including myself, trials 
balance the scientific with the ethical and practical, which makes them fasci-
nating and enjoyable to be involved with.

This book provides a short and accessible introduction to the basic prin-
ciples and practices of clinical trials. It focuses mainly on randomized con-
trolled trials as the ‘ultimate’ clinical trial. This book is intended for two 
primary audiences. First, it is for those who need to learn about clinical trials 
as part of their formal studies, such as a medical degree or a Master’s course 
in one of a range of subjects relevant to clinical trials (e.g. medical statistics or 
epidemiology). Second, it is intended to be an accessible introduction or re-
fresher for those who are involved in clinical trials in a professional capacity. 
Many people who work on clinical trials come from a range of educational 
and professional backgrounds—​my wife came to work in trials after a degree 
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in history. Others may have health professional backgrounds such as medi-
cine, nursing, physiotherapy, and midwifery. As such, they may have had lim-
ited or no formal training in clinical trials before starting work in a new role. 
Any training they have had is likely to be of the theoretical kind, and without 
any practical exposure. Others often make the move from one of the labora-
tory sciences to working on clinical trials. Laboratory sciences are radically 
different in terms of study design, conduct, statistical analysis, and reporting. 
This book is intended to aid individuals in their professional lives to transition 
to working in clinical trials from other areas. Accordingly, clinical trials are 
defined, and the basic elements of a clinical trial considered. More generally, 
for readers of a range of backgrounds and stages, it is hoped that this book will 
help demystify some of the language used in this area. The underlying sci-
entific and statistical concepts of clinical trials are presented. Furthermore, it 
will allow an entry point to the vast, and growing clinical trial literature.

Part of the inspiration for this book has come from my personal involve-
ment in teaching and organizing an annual course on randomized trials. 
Participants often request a recommended introductory book. Many books 
on clinical trials exist, a number of which address the topic well, and in far 
greater detail than is possible here. Many others address specific aspects of 
clinical trials well. However, none have felt quite right to recommend as a 
short, accessible introduction to clinical trials. It is hoped this book will ad-
dress this gap.

Another motivation has been my immersion in the world of clinical trials 
for the last 20 years working on trials of various diseases and treatments. I’ve 
worked with many excellent colleagues from diverse backgrounds. The need 
to make accessible the basic concepts behind what is being done and how each 
role contributes has been a recurring theme. Over that time the science of 
clinical trials has continued to develop. Roles have become more specialized, 
making it difficult to get an overview and understand why things are done in 
a particular way. As a statistician, you are often expected to have the answers, 
or at least credible attempts, to questions related to the scientific rationale for 
different approaches and the interpretation of findings. These questions have 
stimulated my thinking and the desire to understand the why, what, when, 
and how of clinical trials. A clinical trial is a scientific wonder, but also a com-
plex project to conduct. This book is intended to make clinical trials and the 
thinking and practices behind them accessible to a wide audience.
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1
What is a clinical trial?

I shall here only observe, that the result of all my experiments was, 
that oranges and lemons were the most effectual remedies for this dis-
temper [scurvy] at sea.

James Lind, 1753 (1)

A simple definition

Simply put, a clinical trial can be described as a planned scientific study 
involving human participants which is conducted to learn about the safety 
and effect (e.g. ‘efficacy’) of a medical treatment or related care. The inten-
tion is to undertake a scientific (and objective) assessment which allows quan-
tification of impact at least numerically and, typically, statistically. Here the 
word ‘clinical’ refers to human participants and separates out clinical trials 
from purely laboratory studies which focus on human tissue and cells. It also 
excludes animal studies (e.g. studies looking at the effect of a drug on mice). 
It also indicates the focus is on medical care. This includes preventative treat-
ments (e.g. vaccination for a novel coronavirus) and diagnostic approaches 
(e.g. screening and use of diagnostic tests such as magnetic resonance imaging 
(MRI)) as well as what might first come to mind, such as the use of a novel 
cancer drug. In this book, reference will typically be made to ‘treatments’ for 
convenience, though clinical trials can involve various types of interventions. 
These include doing nothing (see Chapter 7 for a clinical trial where the inter-
vention is not taking a drug) and its mimic, a ‘placebo’; diagnostic techniques; 
as well as various educational, lifestyle, and preventative approaches.

The word ‘trial’ is not one that is particularly attractive to the uninitiated 
and therefore requires explanation. It needs to be emphasized that it should 
be understood in this context as indicating an experiment or examination, 
and not an ordeal of some kind. Given this, some have suggested that the term 
can lead to confusion (2), and that it is best avoided when describing a clinical 
trial to members of the public and potential participants (e.g. describing it as 
a ‘clinical study’ or a ‘research study involving patients’ instead). Nevertheless, 
the use of the term clinical trial is ubiquitous. It is increasingly used outside 
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of academic and medical industry settings by news outlets in media items on 
medical breakthroughs, which commonly refer to the findings of a ‘clinical 
trial’. Patients may well come across a clinical trial during their care. It has 
been estimated that as many as one in six cancer patients in the UK were in-
volved in a clinical trial (3). Furthermore, with the growth of the conduct of 
clinical trials, substantial numbers of people are involved either as a partici-
pant, or in work related to them directly (such as the author of this book) or 
indirectly (e.g. developing or supplying medical products used in them). The 
name ‘clinical trial’ probably has more resonance today than it has ever had 
before.

There are a number of key attributes of a clinical trial though they come in 
varying forms and can have different objectives. This will be considered in 
more detail later in this chapter and examples of different approaches are also 
covered in Chapter 2. Perhaps the most critical feature of a clinical trial is that 
it is a planned study; this leads to a world of potential options and opportuni-
ties (providing it can be conducted according to plan). Systems can be set up, 
particular people can be involved in the clinical trial, and required pieces of 
information can be collected and assessed. This requires planning, setting-​up, 
and work to make it happen, typically a great amount of it. An implicit feature 
of a clinical trial and the approach is that it is assumed that looking at mul-
tiple individuals is a useful thing to do. In other words, there is some consist-
ency that can be achieved, and some sort of useful overview can be produced. 
Simply put, there is strength in numbers, and observing the impact of a treat-
ment in a consistent manner across multiple people is informative.

Overview of the history of clinical trials

The coming of clinical trials

Most commentators agree that James Lind, a Scottish surgeon, conducted 
what might be viewed as the world’s first proper clinical trial in 1743 on a 
naval ship (4). Lind planned, conducted, and reported a study on 12 selected 
seamen suffering from scurvy which compared potential treatments (1). He 
divided them up into pairs who each received one of six different remedies 
suggested by others to aid recovery. The six treatments with varying doses 
were cider, ‘elixir of vitriol’ (diluted sulphuric acid), vinegar, seawater, oranges 
and lemons, and a spice paste with barley water. He noted the ‘sudden and vis-
ible good effects’ from the use of oranges and lemons. Sadly, it took some time 
(in this case over 40 years) for the findings to be widely accepted, a fate not 

 

 



What is a clinical trial?  3

that unfamiliar to some who conduct clinical trials today. The concept of some 
sort of ‘trial’ of treatments conducted under a scientific basis (an ‘experiment’) 
took hold over the next 150 years through the influence of the work of Lind 
and many others.

The application of scientific thinking and the need for scientific exper-
iments to assess medical treatments became much more widely accepted 
during the 19th century. The inadequacy of animal testing, the ‘play of chance’, 
and the potential for at least false promise from poorly conducted ‘tests’, if not 
outright harm, had become apparent through a number of infamous cases (5). 
Use of numerical data, beyond crude summaries of the overall state, to assess 
medical treatments had also begun to occur. The aforementioned concerns 
cumulated in a substantial number of controlled experiments of medicine 
being conducted around the beginning of the 20th century throughout the 
world (6). The need for a fair control (reference) group in order for the assess-
ment to be useful had long been recognized (7). However, what type of con-
trol would be ‘adequate’ was uncertain. Allocation of the treatment to patients 
by ‘alternation’ had increasingly been in use in experiments since at least the 
early 19th century (8).

In the simplest form of alternation, the first patient receives one treatment 
(‘intervention’), the second receives the other treatment (‘control’), the third 
patient the first treatment (‘intervention’), the fourth the second treatment 
(‘control’), and so on until all the individuals have received one of the two 
treatments (Table 1.1). While such allocation of treatments was planned and 
intentional, it was also ‘random’ in the sense of not being determined by a doc-
tor’s preference, prognosis, or instinct, nor was it based upon the patient’s con-
dition or any other process of selection. Thus, the groups could be expected 
to be ‘alike except in treatment’ (9). However, the use of alternation suffered 
from one clear weakness. It was not difficult to identify the pattern, and there-
fore to know in advance the treatment that future patients would receive. For 
example, if the fifth patient was known to have received the intervention treat-
ment, then the next (sixth) patient would receive the control. Such knowledge 
of future allocations could lead to undermining of the evaluation, whether 
due to ‘our personal idiosyncrasies, consciously or unconsciously applied, or 
our lack of judgement’ (5,10).

In 1931, the UK Medical Research Council (MRC) set up a ‘therapeutic 
trials committee’ to resolve ‘the problem of securing trustworthy clinical trials 
of products produced by manufacturers’ (11). As part of this system, the ep-
ochal MRC streptomycin trial of 107 participants, reported in 1948, led to 
the widespread use of controlled clinical trials, and the use of random allo-
cation of treatment to achieve comparable groups (12). It was not the first 
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study to ‘randomize’ the allocation of treatments as opposed to using a fixed 
sequence like alternation (5,8). Lind might even have performed randomi-
zation by casting lots or a die back in the 18th century, as the method of al-
location was not recorded (1). However, the MRC streptomycin trial likely 
had so much impact for two main reasons. First, it identified positive find-
ings for a common and serious condition (tuberculous) for which previous 
treatments had failed. Second, it was an exemplar of a well-​conducted clin-
ical trial with clear reporting of its methods and findings. It utilized several 
methodological approaches which would become synonymous with clinical 
trials. These included tailored patient eligibility criteria, implementation in 
multiple locations (multiple ‘centres’ or ‘sites’), stratified randomization with 
concealed treatment allocation using sealed envelopes (with the allocation 
written on a card inside) in an order determined by random numbers (see 
Chapter 3 for discussion of randomization methods), defined treatments, and 
the use of independent assessors who were not aware of the allocation to con-
duct the evaluation of the outcome of patients. Furthermore, the MRC strep-
tomycin trial came out of a system for clinical trial approval and delivery as 
opposed to a one-​off study. It thus pointed the way to the conduct of further 

Table 1.1  Alternation and random allocation of two treatments (intervention and 
control)—​example sequences

Patients in order of 
recruitment

Allocation under   
alternation

Allocation under ‘simple’ 
random allocation

1 Intervention Intervention
2 Control Control
3 Intervention Control
4 Control Control
5 Intervention Intervention
6 Control Control
7 Intervention Intervention
8 Control Intervention
9 Intervention Control

10 Control Intervention

Note: in its simplest form, alternation for two treatments is equivalent to giving the patients with an ‘odd’ 
number one treatment (in this case, the ‘intervention’ treatment) and the patients with an even number 
the other (the ‘control’ treatment). An advantage of alternation is that the groups are evenly sized even if 
not all of the intended patients are recruited (at most there is only a difference of one). While the simple 
randomization example shown here also has conveniently five patients with the intervention and five 
with the control treatment, this does not need to be the case. It is possible with simple randomization for 
all ten patients to be allocated the same treatment (i.e. all get the intervention or all get the control treat-
ment). However, this is unlikely (1 in 500 chance given a 1:1 allocation ratio, i.e. an even chance of being 
in each group for each of the ten allocations). An imbalance in the numbers who receive each treatment 
under simple randomization in each group is quite likely (three out of four times on average).
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studies, and the value of drawing upon lessons from previous studies. In addi-
tion, an articulate statistician, Bradford Hill, who was part of the study team, 
was a strong, reasonable, and compelling advocate for the conduct of clinical 
trials (10). It was due to his influence that the use of allocation by random 
number was adopted in the MRC streptomycin trial. This was used to address 
the possibility of undermining of the comparability of the groups by those 
recruiting patients, something that had occurred in an earlier MRC-​run clin-
ical trial which utilized allocation by alternation (13). The MRC streptomycin 
trial therefore served as a model for how to conduct a clinical trial, in par-
ticular, one that used random allocation of treatments—​a randomized con-
trolled trial (RCT).

The rise of clinical trials

The number of clinical trials slowly increased over the next 20 years. From the 
1950s onwards, clinical trials, and in particular RCTs, started to be used across 
medicine, not only for new drugs but also to evaluate existing drugs and other 
treatments. The use of placebo-​controlled trials became more commonplace 
in the 1950s, such as in a large multicentre trial of an antihistamine, thonzyl-
amine, for the treatment of the common cold, which demonstrated no benefit 
over the placebo control (tablets which were similarly sugar-​coated and ‘in-
distinguishable in appearance’) (14). Not long after, a placebo surgery control 
was used in clinical trials, and this led to the abandonment of a popular op-
eration for angina (15). The potential of the clinical trial to evaluate medical 
care was further demonstrated during this period by the mammoth, but also 
controversial, 1954 polio vaccine field trial. This landmark trial (really two 
studies in one) involved 1.8 million children in the US, Canada, and Finland 
(16). In one study involving over 400,000 children, a form of random alloca-
tion was used to determine whether the vaccine or a placebo control was to be 
received. The remaining participants received either the vaccine or the con-
trol according to their school grade: second graders (7–​8-​year-​olds) received 
the vaccine whereas first and third graders (6–​7-​ and 8–​9-​year-​olds) did not. 
The placebo-​controlled study demonstrated the vaccine was highly effective 
and the vaccine was quickly mass-​produced and a vaccination programme es-
tablished (16). By 1970, the clinical trial—​and increasingly the RCT, perceived 
as the optimal form of it—​was accepted within the medical literature as the 
scientific standard for evaluating drugs across a range of conditions. The use 
of clinical trials to address clinical questions had appeared in many areas of 
medical care (5). With this growing acceptance of clinical trials, more clinical 
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trials began to appear in the subsequent decades (1970s to 1990s), steadily at 
first and then at an increasing pace. Clinical trials, and large RCTs in particular, 
began to be the vehicle by which the medical care for common and high-​profile 
conditions such as diabetes, heart disease, and breast cancer was redefined and 
refined (5,12). The landmark ‘mega-​trial’, ISIS-​1, involved 16,027 patients with 
suspected acute myocardial infarction and demonstrated that atenolol, a beta-​
blocker, reduced morality. As impressive as the clinical finding was, the con-
duct of an RCT simultaneously in 245 centres across 14 countries and spanning 
six continents was perhaps more remarkable. Growth in the conduct of clinical 
trials continued apace into the 21st century with studies spanning all branches 
of medicine, to varying degrees. In oncology, clinical trials became the way to 
evaluate new agents and treatments; this became a legal necessity (in many 
countries) and the recognized and required scientific standard. More than any 
other area of medicine, it became de rigueur to carry out clinical trials of new 
cancer treatments and combinations of them, and to compare them against the 
existing standard of care. Collaborative groups to facilitate the conduct of such 
trials, such as the National Cancer Institute’s Clinical Trials Cooperative Group 
Program in North America and the European Organisation for Research and 
Treatment of Cancer (EORTC) in Europe, were established in 1955 and 1962, 
respectively. These grew in size, influence, and productivity, making partic-
ipation in clinical trials a real possibility for cancer patients in participating 
countries. A key driver of this growth was the provision of infrastructure to 
support new clinical trials, with specialist expertise in management and co-
ordination, statistics, and experience of delivering clinical trials. Around the 
same time, the capacity of pharmaceutical companies to deliver clinical trials 
increased markedly, particularly in response to the impact of regulations in the 
US (17). Over the last 30 years clinical trials have been used to evaluate in-
creasingly varied aspects of clinical care, not just the direct treatment, or the 
prevention, of disease. It is unusual for a leading medical journal not to contain 
the report of at least one RCT within each issue. Beyond medicine, the use of 
the RCT design, and the underlying scientific approach to assessment which 
clinical trials embody, have spread into other areas of public life and sciences, 
though not without controversy (18). As with medicine in general, there has 
been increasing recognition of the importance of patient and public perspec-
tives in the last 20 years or so. This has correspondingly influenced the conduct 
of clinical trials for the better.

The statistical science of clinical trials began to develop rapidly around 
the 1960s onwards. Areas of interest included the statistical considerations 
for difference types of clinical trials, how to determine the required sample 
size for a clinical trial, how to randomize, and how to approach stopping a 
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clinical trial early, along with more elaborate statistical analyses for different 
types of data. R.A. Fisher, the statistical pioneer, had in the 1920s provided a 
statistical theory to underpin the use of, and indeed the need for, random al-
location (in the field of agriculture) in order to underpin statistical analyses. 
This likely influenced Bradford Hill and his thinking about randomization of 
treatments though it was only in the 1950s and onwards that the direct sta-
tistical implications of the randomization of treatment allocation were spelt 
out (13,19). Reflecting the academic (by no mean solely statistical) and prac-
tical challenges of clinical trials as well as the broader social and ethical issues, 
the Society for Clinical Trials (SCT) was founded in 1978 in the US. The SCT 
sought to promote and facilitate discussion related to the design and conduct 
of clinical trials, with the first issue of its sponsored journal, Controlled Clinical 
Trials, published in 1980. Other clinical trial-​specific journals followed over 
time, including the SCT’s re-​launched journal Clinical Trials. A vast array of 
medical journals and others focused on related methodology. The medical lit-
erature now contains a huge number of articles reporting the results of clinical 
trials and aspects of medical research methods inspired by them.

Impact of legislation on clinical trials

The danger of untested drugs and the potential for harm had become increas-
ingly apparent during the 19th and early 20th centuries (5). A particularly hor-
rific and avoidable disaster was the use of thalidomide for morning sickness 
in the 1950s (5,20). It had originally been developed as a tranquillizer but was 
later promoted as a cure for nausea during pregnancy. The lack of adequate 
testing before being used for this purpose led to hundreds of birth defects be-
fore the drug was withdrawn from use. A twist in the story of thalidomide was 
that 40 years later, after a much more rigorous testing process, thalidomide 
would be found to be an effective treatment for myeloma. Concerns about 
the dangers of new drugs led to the formation of bodies such as the Food and 
Drug Administration (FDA) in the US, and regulations over marketing drugs 
elsewhere. Over the 20th century, expectations increased (to begin with, only 
safety had to be shown), progressing to a legal requirement in the US of ev-
idence of efficacy as well as safety through ‘adequate and controlled studies’ 
in 1962 (5). By 1970 this was interpreted to require RCTs for new drugs (17). 
Similar drug regulations were mirrored in a number of other countries, 
leading to the formation of a worldwide clinical trials industry as pharmaceu-
tical companies sought to demonstrate the value of new drugs across med-
icine. Alongside this, organizations and companies seeking to facilitate the 
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conduct of clinical trials came into existence. The evaluation of drugs has be-
come an elaborate and complex system from pre-​clinical discovery through 
to final approval with clinical trials at its core (see ‘Types of clinical trials’ for 
consideration of the different types of clinical trial). More recently, further 
legislation in a number of countries including the US, European Union (EU) 
member states, and the UK has mandated the registration of certain clinical 
trials and making available the results once the study is complete.

With the impetus of the high standards required for drugs, clinical trials 
have also become the desired, if not the default, evaluative approach to com-
pare treatment options for other kinds of treatments (such as surgery), and 
related aspects of medical care (e.g. new discharge policies). The burden of 
funding such studies, where no commercial interest exists, has been taken 
up by governmental agencies, international bodies such as the World Health 
Organization (WHO), and medical charities. However, for non-​drug treat-
ments, and to an extent ‘off-​label’ treatments (the use of drugs for another in-
dication other than that which it is licensed for and is stated on the labelling), 
it is not mandatory prior to use. The use of clinical trials is now ubiquitous 
across all areas of medicine. Robust controlled evaluations such as clinical 
trials of these other treatment options tend to occur later on in the evaluation 
process, and often after widespread use, if at all (15).

Ethics and clinical trials

Experimentation gone wrong

The interplay between ethical concerns and the conduct of clinical trials, par-
ticularly RCTs, was noted early on (10). Initial concerns tended to emanate 
from two main areas: first, whether doctors would be willing to be involved 
in a clinical trial given their focus on the well-​being of the patient (‘first do 
no harm’); and second, what sort of comparison group (‘control’) would be 
appropriate so as to respect the individual participant and their health. It was 
recognized by even the advocates of clinical trials, and RCTs most pertinently, 
that an ethical justification could not be presumed. A decision would need 
to be made on a case-​by-​case basis. If a study is to be conducted, the justifi-
cation must rest on what is already known, what the study can achieve, and 
what will happen to the participants. How that might be considered from the 
perspective of the health professional continues to be a source of debate, par-
ticularly whether the community or the individual view is of most importance 
(21). A state of uncertainty, that of being in ‘equipoise’, has been mooted as 
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necessary for health professionals to be able to take part in good conscience. 
Other commentators have emphasized more the importance of the autonomy 
of participants, and of individuals consenting to what will happen to them if 
they take part, which may be sufficient justification even if it is not perhaps 
optimal care in the opinion of others.

In the aftermath of the Second World War, the horrors of human abuses be-
came more fully known through the Nuremberg trials of Nazi war criminals 
and those responsible for medical experiments on prisoners of war and civil-
ians. An international standard for the conduct of ‘permissible medical exper-
iments’ was needed. The Nuremberg Code’s ten points outlined a number of 
key principles including the essential role of ‘voluntary consent’ and the par-
ticipant’s right to withdraw from the study, the need for scientific justification 
for the experiment, the importance of the minimization of harm, the need 
for careful balance of any adverse risk versus the potential benefit, and the 
appropriate conduct of the experiment including consideration of stopping 
the experiment early. A number of infamous research studies, including some 
clinical trials, were conducted with clear scientific rationale but with scant or 
no regard for the participants during the 1940s to 1970s. These took place in 
Australia, the UK, Canada, Sweden, and the US among other countries. Some 
participants were exposed to diseases (e.g. syphilis) without their knowledge 
or consent, or they were denied accepted medical treatment which was avail-
able before or during the study’s conduct (22). In some studies, disadvantaged 
minority groups in society were exploited, reflecting some recognition of the 
pernicious nature of the studies being carried out as well as prejudiced views 
about the sanctity of the lives of the affected individuals. Concerns about ‘un-
ethical’ practices involving a small number of contemporary studies continue 
to this day. Thankfully this typically relates to far less egregious forms of mal-
practice, though the consequences in some cases may cause great harm to the 
individuals concerned (23). A recent example is the TGN1412 clinical trial 
conducted in the UK which did not meet recognized practices regarding in-
formed consent, presentation of relevant information for ethical approval, 
and of minimizing risk to participants by staggering the receipt of a new me-
dicinal product which had never before been given to humans (23,24). Six 
men became seriously ill and one had to have his fingers and toes amputated.

The development of international ethical standards

The international ethics standards for medical research were further 
codified in the Declaration of Helsinki developed by the World Medical 
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Association in 1964, and subsequently revised on a number of occa-
sions (most recently in 2013). While retaining a focus on the primacy 
of the patient’s rights and interests, later versions were more complete 
and nuanced including an emphasis on the need for medical research. 
Protecting the needs of vulnerable groups and individuals, the need for 
a formal ethical review, the use of placebos, handling the informed con-
sent process where individuals’ informed consent may not be required, 
and the registration and reporting of clinical studies were addressed. 
Individual countries had started to implement their own legal frameworks 
and regulations, often referring to a specific version of the declaration 
of Helsinki (e.g. in the US the 2008 version is referred to). There was a 
need for international standards to harmonize regulations across coun-
tries for the conduct for clinical trials for drug approvals. This needed to 
reflect the nature of associated research, and the increased complexity 
and associated costs. This led to the development of ‘good clinical prac-
tice’ (GCP) specifically for clinical trials of drugs (‘medicinal products’) 
which came into effect in 1997 under the auspices of the International 
Conference on Harmonisation of Technical Requirements for Registration 
of Pharmaceuticals for Human Use (25) (known since 2015 as the 
International Council for Harmonisation of Technical Requirements for 
Pharmaceuticals for Human Use (ICH)). The ICH brought together rep-
resentatives from industry and regulators from a range of countries in-
cluding EU member states, the US, Canada, Japan, and also the WHO. It 
developed 13 core ICH-​GCP principles including among other things the 
need for a detailed protocol and for ethical review prior to conduct. It also 
produced guidelines for practice going beyond these core principles into 
areas such as pharmacovigilance (drug safety) and statistical analyses, a 
process ongoing to the present day. In the EU, observing the core prin-
ciples of the ICH-​GCP became a legal requirement for clinical trials of 
drugs effective from 2004 and in the US from 2008 (26), and this has been 
mirrored in other countries around the world (27). Of note, EU legisla-
tion requires any clinical trials being used for approval purposes had to be 
conducted in accordance with the same ethical principles irrespective of 
where the study was conducted (28). While not legally required for many 
clinical trials of non-​drug treatments, it is more widely viewed that other 
types of clinical research should also be carried out in accordance with the 
‘principles of GCP’. Ethical review by an ‘independent’ body of the research 
proposals has become the international standard for all clinical trials and 
for other medical research studies involving human participants.
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Types of clinical trials

Clinical trials of drugs for regulatory approval   
for clinical use

There is no typical clinical trial. They vary greatly in terms of their research 
objectives, statistical design, data collection, outcomes, and statistical anal-
ysis. However, some broad features can be outlined. This is most easily under-
stood in the context of the evaluation of new drugs and seeking approval for 
human use (e.g. to undergo assessment by a body such as the FDA in the US). 
Clinical trials which fall under the corresponding legislation are called trials 
of a ‘medicinal product’; they must be set-​up and conducted in a particular 
way. The practical implications of this are considered in Chapter 6.

Conventionally, clinical trials have been categorized according to their 
phase (phases 1–​4). An outline of what these studies might look like is 
given in Table 1.2. The focus initially is on ensuring the safety of the drug 
and making a corresponding initial assessment. It moves towards a final 

Table 1.2  Phases of drug clinical trials

Type Phase 0 Phase 1 Phase 2 Phase 3 Phase 4

Main 
objective

Exploratory Dose 
determination/​
escalation and 
safety

Preliminary 
assessment of 
efficacy and 
safety

Confirmatory 
assessment of 
efficacy and 
safety

Post-​
marketing 
surveillance

Size Circa 10–​15 Circa 20–​80 Circa 100–​300 Circa 1000+​ Unknown

Population FIH healthy 
volunteers/​
patients

Healthy 
volunteers/​
patients (may be 
FIH)

Subset of clinical 
population 
thought to 
benefit

Clinical 
population 
thought to 
benefit

Treated 
population

Design Single arm, 
one centre

Usually single 
arm, one centre

Often 
controlled (may 
be randomized), 
possibly 
multicentre

Randomized, 
multicentre

Typically 
passive, 
population

Control 
group

No Unlikely Maybe Yes No

Key 
outcomes

Proof of 
mechanism

Recommended 
dose/​maximum 
tolerable dose, 
toxicity

Disease 
activity/​clinical 
surrogate

Patient-​
orientated 
outcomes

Adverse 
events

FIH, first-​in-​human.
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assessment of the clinical effect (or ‘efficacy’ as it is usually referred to) as 
the phase of the trial increases. Phase 1 trials focus on the understanding 
of the pharmacokinetic (PK, i.e. the impact of the body on the drug) and 
pharmacodynamic (PD, i.e. the impact of the drug on the body) effects 
of the drug. Pharmacokinetic assessments focus upon the absorption, 
distribution, metabolism, and excretion of the drug. Pharmacodynamic 
assessments look at clinical signs, functional changes, and molecular 
changes indicative of the drug related to the mechanism of action (the 
way the drug is believed to work). A key objective of a phase 1 trial is 
typically to identify a suitable dose for the drug that could be used in the 
subsequent clinical trials. Phase 2 clinical trial evaluations tend to in-
volve an initial assessment of clinical efficacy though it may still focus 
on the PK and PD properties of the drug. Assessments at this phase may 
consider whether the drug works in the intended manner, and whether 
there any signs of positive clinical effect. In phase 3, the clinical trial 
is predominantly designed to provide a reliable answer to whether the 
drug works, though assessing safety remains a key area of interest. The 
data from phase 1–​3 clinical trials are used to seek regulatory approval 
to use the drug in clinical practice. The gap between phase 3 and phase 
4 is when regulatory approval (‘marketing approval’) to use the drug in 
clinical practice is granted. Phase 4 trials are accordingly often described 
as ‘post-​marketing’ studies, and their design reflects the availability of 
the drug outside of a research setting. As such, phase 4 studies are less 
common, and typically of a less rigorous scientific nature. Conduct of 
each subsequent trial is conditional upon the ‘success’ of the preceding 
studies as defined by their primary objective and the absence of any pre-​
emptive safety concern.

Prior to phase 1, particularly in well-​developed research areas such as on-
cology, a large amount of careful pre-​clinical research will be carried out be-
fore embarking on the initial (typically a phase 1) clinical trial for a new drug. 
Despite all this careful work and increasing sophistication in drug develop-
ment, most candidate drugs fail to progress fully through the evaluation to ap-
proval for human use. It has been suggested that only around 10% of potential 
cancer agents which are evaluated in clinical trials become medical treatments 
(29). To address this, a phase 0 clinical trial, to precede a phase 1 clinical trial, 
has been proposed. The intention is to conduct exploratory clinical research 
to assess the mechanism of action and potentially prepare for the later formal 
assessment of PKs and PDs in phase 1 and 2 trials. To date, there has been lim-
ited use of the phase 0 design.
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The driver of the differences between phases in terms of the key study char-
acteristics (i.e. its size, population, design, the use of a control group, and the 
main outcomes of interest) is the primary research objective of the study. This 
focus typically begins with an exploratory focus in phases 0 and 1, and moves 
through dosage assessment and safety (phase 2), to efficacy and safety (phases 
2 and 3). Finally, a phase 4 study is conducted for ‘post-​marketing surveillance’, 
that is, assessment of the medicinal product in clinical use. Associated out-
comes used to address the corresponding objective differ accordingly, begin-
ning in phase 0 with proof of the hypothesized mechanism of action. In phase 
1 the identification of the maximum tolerable (or tolerated) dose (MTD), the 
highest dose which produces an acceptable level of toxicity and/​or side effects, 
is often the focus (30). Phase 2 trial outcomes focus on evidence of disease ac-
tivity or a ‘clinical surrogate’. Surrogate in this sense refers to a measure which 
is easy to measure and is known, or at least presumed to be, related to an out-
come of direct interest. Some measures of disease activity could be viewed as a 
surrogate for the ultimate key clinical outcome (e.g. prostate-​specific antigen 
control in lieu of observing prostate cancer progression or mortality). Phase 3 
trial outcomes tend to be more patient oriented or clinical event focused (e.g. 
morality). Finally, in phase 4, the focus is usually on ‘rare’ adverse events and 
which might reflect differences in the clinical usage of the drug from that for 
which it was initially approved.

Research designs are typically single arm in phase 0 or 1 with controlled 
studies and predominantly RCTs in phase 2 or 3. The size of the respec-
tive study increases as the study phase increases. Accordingly, phase 2 and 
3 studies are often multicentre (i.e. they operate in multiple locations, com-
monly though not necessarily hospitals) in order to be able to recruit suffi-
cient participants. The numbers presented in Table 1.2 should not be viewed 
as a strict rule (Chapter 5 explores how for the most common phase 3 trials 
samples sizes can vary greatly). Instead, they are an indication of likely scales 
of magnitude though this will vary according to the condition and the ease (or 
not) of measuring the outcomes of interest.

In terms of participants, phase 0 and 1 studies may include only healthy 
participants to reduce the risk of potential health problems on vulnerable 
patients. Phase 2–​4 studies focus upon the clinical use of the drug (even if in 
somewhat artificial circumstances for phases 2 and 3), and therefore these 
are studies of patients. A positive result from a phase 3 trial (often two studies 
are conducted and needed) would enable an application for use in clinical 
practice (regulatory approval). Phase 4 trials occur after regulatory ap-
proval (e.g. by the FDA in the US, the European Medicines Agency in an EU 
member state, or the Medicines and Healthcare products Regulatory Agency 
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(MHRA) in the UK) to use and, depending upon the country, ‘market’ the 
drug. They often take the form of a passive ‘surveillance’ study where the 
focus is on rare unexpected events, which could warrant reconsideration 
of the use of the product. The patients from whom data are collected there-
fore reflect, in theory, the full range of patients who receive the drug in clin-
ical practice. Any drug that is approved may undergo further assessment by 
relevant bodies (e.g. the National Institute for Health and Care Excellence 
(NICE) in England, and the Canadian Agency for Drugs and Technologies 
in Health (CADTH)) to assess whether the use of the drug offers value for 
money to the healthcare system and whether it should be routinely offered 
to relevant patients. Regulatory bodies may also have systems whereby safety 
concerns related to an approved drug or medical device can be raised (e.g. 
the yellow card system operated by the MHRA in the UK) outside of a clin-
ical trial evaluation.

Two example clinical trials of a medicinal product

We can consider how different clinical trials can be by using two examples. 
An example early phase 1 trial is described in Table 1.3. This study looked at 
an antibody (PRX002) intended to reduce the level of a protein (α-​synuclein) 
which previous studies had suggested was linked to progression of Parkinson’s 
disease (31). It was the first time it was used in a human (‘first-​in-​human’). The 
study involved 40 healthy volunteers to primarily assess safety and PK prop-
erties of the drug. PD properties were a secondary objective. From Figures 
1.1 and 1.2, the clear impact of the differing doses on the level of the drug in 
blood over the follow-​up period and also the rapid effect of the drug on the 
target protein are apparent. Given these findings, and the minor nature of the 
limited observed adverse events, a subsequent phase 1 trial in patients was 
carried out (32). This in turn led to a phase 2 study; the recently published 
findings from this study have sadly not borne out the promise of the phase 1 
studies (33).

In contrast, an example phase 3 drug trial is described in Table 1.4 (ICON6) 
which looked at the use of a drug called cediranib (34). This drug is intended 
to inhibit vascular endothelial growth factor (VEGF) production, and has 
been suggested to be linked to cancer progression. The ICON6 trial looked 
at the safety and efficacy of this drug for women with recurrent ovarian, fal-
lopian tube, or peritoneal cancer. The potential benefit of receiving cediranib 
alongside chemotherapy only, or alongside and also subsequent to it, was eval-
uated against having chemotherapy alone (using a placebo control). ICON6 
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Table 1.3  Phase 1 clinical trial of PRX002

Background Pre-​clinical and clinical evidence suggested the α-​synuclein protein 
contributes to progression of Parkinson’s disease. The PRX002 
antibody was developed to target particular forms of α-​synuclein

Objective The primary objective was to evaluate the safety, tolerability, and 
PKs of PRX002 in healthy volunteers. Secondary and exploratory 
objectives assessed immunogenicity and PDs

Design Single-​centre, double-​blind, placebo-​controlled, single ascending 
dose, first-​in-​human, phase 1 randomized controlled trial

Population 40 healthy volunteers, age 21–​58 (median 37) years, 15 men and 25 
women in the US

Treatments One of five dose levels of PRX002 or placebo via 60 min intravenous 
infusion

Duration 16 weeks, four screening plus 12-​week follow-​up
Key findings 	•	 No serious adverse events or dose-​limiting toxicity

	•	 Only mild (e.g. headache, nausea) treatment-​related adverse events
	•	 Serum PRX002 exposure was proportionate to dose (Figure 1.1)
	•	 Half-​life was around 18 days across doses
	•	 Dose-​dependent reduction with 1 hour of administration  

(Figure 1.2)
Conclusions 	•	 Serum α-​synuclein level can be safely modulated using PRX002

	•	 Further evaluation of the safety, tolerability, and PK and PD effects 
in patients with Parkinson’s disease is warranted

Registration ClinicalTrials.gov: NCT02095171
Subsequent clinical trials on patients with Parkinson’s disease—​
ClinicalTrials.gov: NCT02157714 (32) and NCT03100149 (33)

Reference Schenk DB, Koller M, Ness DK, Griffith SG, Grundman M, Zago W, 
et al. First-​in-​human assessment of PRX002, an anti-​α-​synuclein 
monoclonal antibody, in healthy volunteers. Movement Disorders. 
2017;32(2):211–​218
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involved just under 500 women and in order to recruit the right patient group, 
it operated in 63 centres across five countries. Despite this, it still took over 
4 years to complete recruitment. Figures 1.3 and 1.4 show the different levels 
of cancer progression and survival of study participants over time in the three 
treatments groups (arms A–​C) in the study. There was statistical evidence of 
difference in the primary outcome, time to ovarian cancer progression, but 
not in overall survival (a bittersweet finding).

Clinical trials in reality

While the outlined pathway as presented in Table 1.2 is well established, it 
presents an increasingly artificial scheme of the evaluation of drugs and the 
role of clinical trials. Three key factors drive this. First, the legislation within 
countries related to the use of drug treatments does not proscribe the phases 
as indicated previously, merely the need for evidence and authorizations prior 
to use. In the US, the relevant legislation was amended in 1962 to require that 
for a new drug to be approved there had to be ‘substantial evidence’ of ‘effec-
tiveness’ as well as ‘safety’. This ‘substantial evidence’ was defined as coming 
from ‘adequate and well-​controlled investigations’ (i.e. clinical trials). This has 
been typically understood to require a minimum of two clinical trials (usu-
ally RCTs) that show the drug is safe and will have the effect it purports under 
proposed labelled conditions of use (5). Within the EU, the original regulation 
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Figure 1.2  Pharmacodynamics of PRX002. Change from baseline of serum-​free α-​
synuclein after a single dose of PRX002.
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Table 1.4  Phase 3 clinical trial—​ICON6

Background Previous clinical trials have suggested that inhibitors of angiogenesis 
(including VEGF receptor) could lead to shrinkage of ovarian 
tumours and delay progression. Cediranib, an oral VEGF receptor 
inhibitor, seemed to reduce disease activity for different cancers. 
A phase 2 trial suggested similar benefit for recurrent ovarian cancer

Objective To assess efficacy and safety of cediranib in combination with 
platinum-​based chemotherapy and as continued maintenance 
treatment in patients with first relapse of platinum-​sensitive ovarian 
cancer

Design Multinational, multicentre, randomized placebo-​controlled phase 3 
trial. The trial originally had three stages: stage one was safety, stage 
two efficacy with a progression-​free survival outcome, and the third 
stage concerned overall survival. The study was redesigned part way 
through to focus on progression-​free survival as the manufacturer 
had discontinued the drug’s development due to disappointing phase 
3 clinical trial results for treatment of other cancers

Population 486 women with recurrent ovarian, fallopian tube, or peritoneal 
cancer requiring further chemotherapy from Australia, Canada, New 
Zealand, Spain, and the UK

Treatments One of three groups:
A: placebo +​ chemotherapy then placebo only
B: cediranib 20 mg once daily +​ chemotherapy then placebo only
C: cediranib 20 mg once daily +​ chemotherapy then cediranib 20 mg 

once daily
Study duration 49 months recruiting with median treatment and follow-​up times of 8 

and 20 months, respectively
Key findings 	•	 Initial dose level of 30 mg was found to lead to toxicity in stage 1, 

and therefore the dose was reduced to 20 mg for the remainder of 
the trial

	•	 Cancer progressed in 96%, 90%, and 86% of participants in groups 
A, B, and C, respectively, and time to progression differed between 
groups (Figure 1.3)

	•	 Median time to death varied between 21 and 26 months but 
statistical analysis did not demonstrate a difference (Figure 1.4)

Conclusions Addition of cediranib with and after chemotherapy prolonged time 
without progression of ovarian cancer but this was not shown to lead 
to better overall survival

Registration ClinicalTrials.gov: NCT00532194
ISRCTN registry: ISRCTN68510403
ANZ Clinical Trials Registry: ACTRN1261000016003
Related key phase 2 trial does not appear to have been registered

Reference Ledermann JA, Embleton AC, Raja F, Perren TJ, Jayson GC, Rustin 
GJS, et al. Cediranib in patients with relapsed platinum-​sensitive 
ovarian cancer (ICON6): a randomised, double-​blind, placebo-​
controlled phase 3 trial. Lancet. 2016;387(10023):1066–​74

VEGF, vascular endothelial growth factor.
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in 1965 required ‘results from clinical trials’ as part of the submission to ob-
tain approval for drugs without which no marketing could be done (35). The 
phases of clinical trials as indicated developed as a response to the legislation, 
and as such there is freedom to refine and adapt on a case-​by-​case basis as long 
as the legal requirements are ultimately met, and the regulators who act as 
their guardians are satisfied. Second, the time to conduct sequentially phase 
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Figure 1.3  Kaplan–​Meier plot of progression-​free survival over 2 years.

100

75

50

25

0
0

Arm A 118
174
164

(26)
(29)
(19)

90
142
141

(31)
(41)
(41)

28
55
51

(6)
(16)
(17)

8
16
12

Arm B
Arm C

6 12 18 24 30 36
MonthsNumber at risk

(events)

O
ve

ra
ll 

su
rv

iv
al

 (%
)

Reference (arm A)
Concurrent (arm B)
Concurrent plus maintenance (arm C)

Figure 1.4  Kaplan-​Meier plot of overall survival over 3 years.



What is a clinical trial?  19

1–​4 clinical trials from beginning to end can take in excess of 10 years, and cost 
hundreds of millions of US dollars (36). As the two examples above show, in 
practice the evaluation path varies from drug to drug, depending upon what 
is already known about it, and the intended condition for which it would be 
used. ICON6 benefited from existing research on the candidate drug intended 
for other, though similar, uses; but it arguably also suffered from the absence 
of specific early phase work that might have been undertaken for a novel agent 
(and might have led to the lower dose being chosen for the phase 3 evaluation 
from the outset instead of being adopted partway through). The third driver 
of change in the evaluation process is the cost of the process of developing and 
bringing a new product through to clinical use which has grown massively 
over the last 20–​30 years. This varies between jurisdictions and reflects spe-
cific evidence required for approval, and requirements related to conducting 
clinical trials (37). Finance influences the evaluation of drugs to the extent 
that the term ‘orphan drug’ is often used to refer to those drugs for which the 
anticipated market is too small to (financially) justify a company undertaking 
the costly drug approval process (38). ICON6 again provides a telling example 
of the impact of regulations, and the system and resultant costs incurred in 
the evaluation process. The design of ICON6 had to be reconfigured part way 
through as the company behind the drug, AstraZeneca, decided to discon-
tinue development after disappointing findings in clinical trials of its use for 
other types of cancer.

Together these three drivers have created the pressure, need, and space 
for innovation. A large literature exists on the statistical efficiency of various 
clinical trial designs to speed up the evaluation process by providing quicker 
results, or potentially providing more reliable results in terms of sequential 
assessments and studies. Alternative designs may also enable studies which 
require few participants. One related and corresponding aspect of sustained 
interest is the assessment of ‘futility’ in addition to ‘efficacy’, that is, stopping 
a clinical trial (and the evaluation process) early if a treatment does not seem 
likely to work based upon accumulating data. The issue of data monitoring in 
a clinical trial is considered in Chapter 7.

Clinical trials in other settings

Outside of the medicinal regulatory setting there is even greater variation in 
clinical trials. Clinical trials evaluating what is called ‘off-​label’ use, that is, 
the use of a medicine for another purpose other than the one it was original 
approved for, are common (38). For example, azathioprine was originally 

 



20  An Introduction to Clinical Trials

approved for immune-​response suppression in adults receiving transplant sur-
gery but it is now regularly used for eczema with studies carried out to evaluate 
this ‘off-​label’ use taking place later on (38). The growth of the evidence-​based 
medicine movement in the latter part of the 20th century has led to the evidence 
underpinning all aspects of medical practice being questioned. Providing the 
best evidence to determine clinical care has become a key focus of modern 
medicine (39). Professional expectations of appropriate health professional 
practice have increased with the generation of detailed clinical guidance cov-
ering many common conditions in a number of countries. This guidance has 
also led in turn to a desire to generate research to support specific positions 
where the existing evidence is insufficient. Another important change has 
been the recognition of the need to produce summaries of all the available ev-
idence on the treatment of conditions. This approach led to the founding of 
the Cochrane Collaboration in 1993 (retitled ‘Cochrane’ in 2015), named after 
Archie Cochrane, a pioneer who sought a scientific evidence base for medical 
practice, and who was an early advocate of RCTs. Cochrane’s aim is to pro-
vide up-​to-​date reviews of evidence about the effects of healthcare. The natural 
lifecycle of clinically motivated research typically beginning with a systematic 
review of the current evidence. These reviews often identify the need for a new 
study to address a deficiency in the current evidence, and thus provide fur-
ther academic stimulus for the initiation of new clinical trials. Governmental 
agencies (e.g. the National Institutes of Health (NIH) in the US, the National 
Institute for Health and Care Research (NIHR) in the UK, and Horizon Europe 
in the EU) and not-​for-​profit organizations and medical charities (e.g. the 
Cancer Research Institute in the US and the British Heart Foundation) began 
to take an increased role in the funding and commissioning of medical re-
search over the last 30 years. They tended to focus on areas where commer-
cial funding might need supplementing, or for which no commercial interest 
existed, thus providing the financial fuel to facilitate the conduct of research, 
including many clinical trials to address the increasingly apparent research 
needs. Greater focus on the patient perspective has also identified research 
questions to be addressed which had been previously neglected.

Clinical trials of non-​drug treatments for clinical use

Clinical use of non-​drug treatments, unless they are directly linked to a specific 
medical device, are not typically covered by legal requirements for evidence. 
For example, the ease with which a new surgical technique can be adopted into 
clinical practice has been noted as a source of serious concern. A clinical trial, 
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typically an RCT, might only take place some time after a procedure has been 
used in routine clinical care. The widespread use of laparoscopic cholecystec-
tomy, a substantially more difficult procedure for removing the gallbladder, 
without robust evaluation was a particularly infamous example in general sur-
gery (40). A variety of frameworks for the evaluation of non-​drug treatments 
have been proposed (41,42). These typically propose a place for clinical trials, 
and RCTs in particular (see Chapter 2) within them. Additionally, they have 
a general progression of exploratory or preliminary research through to a de-
finitive evaluation. What is, and is not, a clinical trial in this context is not well 
defined. Reflecting on the definition provided at the beginning of this chapter, 
a great variety of studies which might be described as ‘clinical trials’ are pos-
sible. At a minimum, it should be a planned study on humans, carried out with 
a view to evaluate the safety and/​or effect of a treatment or related care of some 
kind, and which involves data relating to a treatment’s use and effect.

The pattern for non-​drug treatments is roughly like that shown in   
Table 1.5, and is less elaborate than for clinical trials of drugs. Given the typ-
ical absence of regulatory approval, no phase 4 studies exist except in the 
sense of an evaluation after widespread clinical usage has occurred. Some 
initial small studies, followed by small RCTs, would typically occur prior 
to the conduct of a large (for the area) RCT. Phase 2 and 3/​4 trials may or 
may not occur. The latter more definitive evaluations may ultimately be of 
a retrospective and observational nature, that is, not a clinical trial in the 
proper sense. An example phase 3 clinical trial of the simple addition of 
bath additives to treat eczema in children is described in Table 1.6 (see also   
Figure 1.5) (43).

Table 1.5  Clinical trials of non-​drug treatments

Type Phase 1 Phase 2 Phase 3/​4

Main objective Initial experience Safety and efficacy Safety and efficacy
Size Circa 20–​80 Circa 100–​200 Circa 500
Population Carefully selected 

patients (may be   
first in human)

Subset of clinical 
population thought   
to benefit

Clinical population 
receiving treatment

Design Usually single arm, 
single centre

May be randomized, 
possibly multicentre

Randomized, 
multicentre

Control group Unlikely Maybe Yes
Outcome Surrogate/​clinical Surrogate/​clinical 

often short term
Clinical/​patient-​
focused short and 
longer term
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Other ways to describe clinical trials

A more recent and helpful distinction has been made between clinical trials 
which seek to assess ‘efficacy’, that is, whether a treatment works, versus ‘ef-
fectiveness’, that is whether a treatment works in the setting in which it will be 
used in clinical practice. The labels ‘pragmatic’ and ‘explanatory’ have been 
increasingly used to indicate the overarching focus on the study’s evaluation. 
Alternatively, these studies might be described as (comparative) ‘effectiveness’ 
or ‘efficacy’ trials, respectively denoting overlapping but not exactly equiva-
lent concepts. Furthermore, a distinction is often made between those studies 

Table 1.6  Phase 3 clinical trial—​BATHE

Background Childhood eczema is a common condition impacting quality of life. 
Clinical guidelines suggest using emollient to prevent flare-​ups. 
Emollients can be given in different ways including by adding to bath 
water

Objective To determine the clinical effectiveness and the cost-​effectiveness of 
including emollient bath additives in the standard management of 
eczema in children

Design Multicentre, phase 3 randomized controlled trial
Population 483 children aged 1–​11 years (mean of 5 years) with atopic dermatitis 

in the UK
Treatments One of two groups:

	•	 Intervention: prescribed emollient bath additives for 12 months of 
use in addition to standard care

	•	 Control: asked to not use bath additives for 12 months and only 
standard care

Study duration 49 months recruiting with median treatment and follow-​up times of 8 
and 20 months, respectively

Key findings 	•	 99% of the bath additives group versus only 13% of the no bath 
additives group used bath additives when they bathed

	•	 Average POEM score over 16-​week period was 7.5 (SD 6.0) and 8.4 
(SD 6.0) in the bath additives and no bath additives group

	•	 No statistical difference in the POEM was found between the groups 
over this period (Figure 1.5)

	•	 The groups did not differ in healthcare use, costs, or 
cost-​effectiveness

Conclusions 	•	 Addition of emollient bath additives to standard care did not 
improve quality of life

Registration ISRCTN registry: ISRCTN84102309
Reference Santer M, Ridd MJ, Francis NA, Stuart B, Rumsby K, Chorozoglou M, 

et al. Emollient bath additives for the treatment of childhood eczema 
(BATHE): multicentre pragmatic parallel group randomised controlled 
trial of clinical and cost effectiveness. BMJ. 2018;361:k1332

POEM, patient-​orientated eczema measure; SD, standard deviation.
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intended to provide a result from which action could be taken (e.g. phase 3 
trials) and are ‘definitive’ studies, and those which are in essence designed 
to prepare for such a ‘definitive’ study (i.e. phase 0–​2 clinical trials). Outside 
of the drug regulatory setting, terms such as pilot studies or trials, feasibility 
studies, and exploratory studies are commonly used to describe these prelim-
inary/​preparatory studies. Recognizing the difficulty of conducting a defini-
tive clinical trial, even the feasibility of such a study, let alone its exact design 
and implementation, may be challenging (44). Accordingly, a feasibility study 
might be carried out to assess this.

Clinical trials in contemporary medicine

Over the last 100 years, clinical trials have grown greatly in number and spread 
throughout the world. The largest registry of clinical trials, ClinicalTrials.gov, 
has over 438,755 entries from 221 countries as of 16 January 2023. Of these, 
over 80,000 are purported to be still recruiting. Given this, it might seem odd 
to even consider the possibility of a world without clinical trials, or at least one 
in which the value of clinical trials is questioned. Nevertheless, some indi-
viduals have been critical of the conduct and value of clinical trials, and have 
questioned their role in medical evaluation. A variety of concerns, and alter-
native research approaches, have been proposed.

In the US, the desire to use a new drug as soon as it is ready has led to the 
‘right to try’ a new drug under certain conditions even though it has not been 
approved for use (45). The onset of the coronavirus disease 2019 (COVID-​19) 

M
ea

n 
PO

EM
 sc

or
e

28

24

20

16

12

8

4

0
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

No bath additives

Bath additives

Week

Figure 1.5  Patient-​oriented eczema measure (POEM) scores during 16-​week primary 
outcome period.
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pandemic led to lots of ‘armchair epidemiologists’ ready to declare a medicine 
as ‘successful’ from early reports.

Strong claims (some of them even rather wild) of the ability to determine with 
a high degree of certainty which patients will benefit and which will not from 
new treatments (e.g. some uses of ‘machine learning’ and ‘artificial intelligence’) 
have been made. More modestly, others have suggested that the advent of rou-
tine data systems has provided a much cheaper and quicker way to evaluate 
treatments (46). Furthermore, increasingly sophisticated statistical approaches 
can mimic or supplant the need for control patients (randomized or otherwise) 
under certain rather strong assumptions. Causal modelling and more complex 
epidemiological models which deal with potential biases due to unmeasured 
variables offer an attractive advance on simpler more traditional statistical mod-
elling approaches. Their use could potentially reduce the need for clinical trials 
to some degree (at least when considering treatments which have previously 
undergone some safety assessment), or where safety is less of a concern. Lastly, 
in the context of the COVID-​19 pandemic, some have questioned the value of 
the evidence-​based medicine paradigm, particularly RCTs. Nevertheless, clin-
ical trials are a fundamental part of the science of modern medicine and have 
been so for over 50 years. Remarkably, even after decades of research we are still 
understanding the benefits of a well-​conducted clinical trial, and of a random-
ized comparison in particular (47,48). Even the recent COVID-​19 pandemic, 
which is supposed by some to have exposed the weakness of clinical trials, has 
in fact shown that clinical trials, and RCTs in particular, can be conducted much 
quicker, and on a larger scale than even many of their strongest advocates dared 
to believe was still possible. Their use led to critical discoveries in the treatment 
(49) and the vaccination of people (50) from this disease while understanding 
of the virus and its transmission was still embryonic. Thus, it seems safe to think 
that clinical trials will be used for many years to come. Their design will no 
doubt undergo some further evolution. However, for the foreseeable future and 
beyond, clinical trials are here to stay, helping us identify improvements in med-
ical care, and improving the health of humanity.

The rest of the book

Chapter 2 considers the basic components of a standard clinical trial, and 
how it should be designed. Following this, Chapter 3 discusses in some depth 
the RCT design as the optimal clinical trial design. Chapter 4 covers alterna-
tive RCT designs which could be used. Chapter 5 examines the question of 
how many individuals need to be included in clinical trials, followed by how 
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a clinical trial can be set-​up (Chapter 6), and how data should be collected and 
monitored (Chapter 7). Chapter 8 considers how to actually conduct a clinical 
trial, followed by how it should be analysed (Chapter 9), and finally how to re-
port the findings of the clinical trial (Chapter 10).
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2
Designing a clinical trial

The design of every clinical trial starts with a primary clinical research 
question.

Scott Evans, 2010 (1)

Where to start

Clinical trial design involves a number of key decisions related to various 
methodological and practice aspects in order to come to an implementable 
design. The basic study design, definitions of the treatments, sample size, and 
statistical analysis might well be the first things that spring to mind. However, 
we begin with the most foundational aspect of any study design: the research 
question which the study is intended to answer.

Defining the main research question

At first glance, the reason for conducting a clinical trial might seem so ob-
vious that spending time refining and clarifying it might seem unnecessary. 
Questions such as does the new Parkinson’s drug work, what is the right dose 
of this drug to give patients with hypertension, and should these patients 
(should I) have surgery or physiotherapy for their (my) anterior cruciate lig-
ament injury readily come up in clinical practice and medical care. They are 
simple and intuitive, and motivate the need for, and the idea of generating, 
new research including a clinical trial. In reality, such simple research ques-
tions are not directly implementable and can be addressed (in designing and 
conducting a clinical trial) in a surprisingly great variety of ways. Getting the 
main research question right is of critical importance for undertaking an in-
formative clinical trial. A poor research question can lead to a study which 
cannot be completed, or cannot be conducted well. It can also lead to unnec-
essary confusion and make the process of designing the study more difficult 
than necessary. Furthermore, even if all goes to plan in terms of conduct-
ing the trial, it may end up being one which has limited value and impact. 
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This can be because it addresses a question that no one is overly interested 
in. Or it is a study which few can apply the findings of. Clearly articulating 
what we wish to address helps if, and when, we are required to make stra-
tegic decisions later on due to unexpected occurrences. Rather surprisingly, 
the research question is not always clearly expressed even in the journal ar-
ticle reporting a study’s findings (2,3). There is reason to expect, and some 
empirical evidence to support the belief, that studies with better formulated 
research questions tend to have better methods and also a better standard of 
reporting once published (3). Additionally, there is reason to think that these 
studies will be more influential. A useful overview of relevant resources is 
provided elsewhere (4).

Focusing on and confirming the main research question to be answered is 
of critical importance, and a key step in designing a clinical trial (4). As clinical 
trials are very expensive to conduct and often present unique opportunities to 
collect additional data, increasingly clinical trials often seek to address mul-
tiple research questions. However, one needs to know which research ques-
tion takes primacy, as all research studies involve decisions and prioritization 
of resources, and which research questions and aspects are of secondary, or 
ancillary, concern. Various approaches have been used to articulate what the 
proposed research study is trying to achieve and to express this. A useful ap-
proach is to be able to articulate a single overarching research question which 
the study will seek to address. The response to the research question can be 
expressed as a primary objective of the research study. Some studies might 
have two if they complement each other. Beyond this there may be multiple 
secondary objectives which are supportive of, or are ancillary, to the primary 
objective. For example, for a phase 3 trial comparing two knee surgery (total 
and partial knee replacement) operations for the treatment of inner (medial) 
knee osteoarthritis, the main research question could be whether there is a 
difference in the knee-​related quality of life (e.g. pain and function) between 
the two operations. The corresponding study primary objective would then 
be ‘to assess the knee-​related quality of life’ after these operations ‘for patients 
with medial knee osteoarthritis’. However, there are various ways we could 
then assess ‘knee-​related quality of life’ which could lead to slightly different 
objectives. Nevertheless, one of these needs to be selected to be the primary 
objective which in turn should be reflected in the choice of the primary out-
come. The primary outcome is the main outcome from which the main result 
of the study is to be determined. Similarly, we could also look at safety though 
this might not be the primary objective of the study, but it could be a natural 
secondary objective.
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Developing the outline of the research design

We will now consider how to flesh out our crude initial research idea into a 
well-​defined research question. Our initial question can be put more specifi-
cally: do the two operations differ in terms of knee-​related pain and function 
in treating knee osteoarthritis? The simplicity of the question hides the con-
text and without fleshing this out it is clearly not one we could implement. 
This question prompts many other related questions—​how should the opera-
tions be performed, when, and by whom? For whom and how will we measure 
‘knee-​related pain and function’? Who are we trying to provide evidence for 
with this study? A helpful framework to consider how we might go about de-
veloping the initial crude research question we have is called PICOTS; this 
acronym stands for Population, Intervention, Control (sometimes described 
as a ‘comparator’), Outcome, Timing, and Setting (Table 2.1). A well-​defined 
research question is one for which we have a clear definition for each of these 
core components.

For each of the six components there are various potential options and 
some of the more common options are shown in Table 2.1. For the popu-
lation aspect of the research question, it might seem obvious that these are 
patients of some kind. However, this is not necessarily the case. As we saw 
in Chapter 1, some early phase trials use healthy volunteers. If we are eval-
uating a vaccine, not only are the intended participant not patients but they 
could be anyone. Even if we are interested in the treatment of patients there 
are different options, such as those newly diagnosed, persistent disease, recur-
rence, or varying severities of disease. Furthermore, a distinction can be made 
between the initial treatment of these patient groups and ongoing treatment 
for disease of a more chronic nature (e.g. irritable bowel disease). Example 
responses are also given in Table 2.1 for a clinical trial seeking to evaluate the 
use of chemotherapy alongside surgery for the treatment of bowel cancer.

Clinical trial examples

We now consider in turn two examples in more depth to see how the initial 
idea might be developed into a research question and then into the objectives 
which frame the clinical trial design. The first example involves designing a 
clinical trial for a new drug for Parkinson’s disease. The second relates to sur-
gery for medial knee osteoarthritis, as considered earlier in this chapter.
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Table 2.1  PICOTS framework with common options and bowel cancer example

Element Description Common options Bowel cancer 
example

Population The individuals who 
will take part in the 
study

	•	 Members of the public
	•	 Healthy volunteers
	•	 Individuals at risk of a 

disease
	•	 Newly diagnosed 

individuals
	•	 Individuals with 

persistent disease (i.e. 
have been treated before 
unsuccessfully)

	•	 Individuals with 
recurrence disease 
(disease which was 
in remission but has 
returned)

	•	 Individuals with 
advanced/​severe disease

Newly diagnosed 
patients with bowel 
cancer

Intervention(s) How will the 
intervention(s) to be 
evaluated be given?

	•	 Drug tablet
	•	 Intravenous drug
	•	 Radiotherapy
	•	 Surgery
	•	 Educational material
	•	 Psychotherapy
	•	 Exercise
	•	 Dietary guidance

Course of 
chemotherapy 
before and after 
surgical excision of 
the tumour

Control What, if any, 
alternative will 
there be to which 
the intervention 
treatment can be 
directly compared?

	•	 No control
	•	 No additional action
	•	 Placebo
	•	 Competitor treatment

Standard care 
which consists 
of chemotherapy 
using standard 
agent after surgical 
excision of the 
tumour

Outcome(s) What will be the 
primary way of 
assessing whether 
the intervention 
treatment has an 
effect or not?

	•	 Occurrence of disease
	•	 Progression of disease
	•	 Intervention-​related 

adverse events (e.g. 
toxicity)

	•	 Death
	•	 Patient-​reported 

outcome (e.g. 
assessment of symptoms 
or disease-​severity)

	•	 Laboratory-​assessed 
biomarker (e.g. 
cholesterol level)

	•	 Imaging-​based outcome 
(e.g. healing of fracture 
based upon computed 
tomography scan)

Progression of 
disease or death
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Parkinson’s drug example

For an early phase clinical trial of a drug for Parkinson’s disease we might ar-
ticulate our initial queries as something like the following: is the drug safe 
to use, and what dose should be given? The relationships between the initial 
queries, the research question, and the objectives which structure the clin-
ical trial design are illustrated in Figure 2.1. The initial queries or uncertain-
ties need to be addressed before we can move on and think about the optimal 
dose, and quantifying the treatment effects (whether they be positive or neg-
ative) in a suitable clinical setting. To have a researchable question we need to 
be more specific about what we are interested in. Commonly in drug devel-
opment PK is considered separately from PD though both are clearly crucial 
considerations in ultimately deciding upon a suitable dose, and of the safety of 
the drug more generally. We may decide, as in the study we saw in Chapter 1, 
that we wish to consider the effects in health participants given how little we 
currently know about the drug. Furthermore, we might decide we want to pri-
oritize knowledge about the PK at this point. Our main (primary) outcome 
measure, so as to match our interest in the PK of the drug, could be the serum 
PRX002 concentration. Progressing with this primary objective of assessing 
PD we can flesh this out towards an implementable research study using the 
PICOTS framework. A focus on healthy individuals would be a reasonable 
choice at a very early point of understanding of a new drug. We can define how 
we will deliver the intervention and whether we have a control or not. In this 

Element Description Common options Bowel cancer 
example

Timing Over what timescale 
will individuals 
be involved in the 
study?

	•	 24 hours
	•	 7 days
	•	 30 days
	•	 90 days
	•	 6 months
	•	 1 year
	•	 5 years

Average of 2 years 
of follow-​up

Setting Where will the study 
be conducted?

	•	 Research facility
	•	 Family doctor practice
	•	 Pharmacy
	•	 Local hospital
	•	 Teaching (university 

hospital)
	•	 Local community

Routine medical 
care hospital setting
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case, choosing an intravenous injection of one of five doses or a normal saline 
(placebo control) as was done in the Schenk et al. study we saw in Chapter 1 
seems like a reasonable option (5). This would help inform the dose choice 
in subsequent studies. For timescale we could opt for 12 weeks of follow-​up 
with more frequent early measurements in the first 24 hours than later in the 
follow-​up period (e.g. also assessing at 1 and 3 days and then at 1, 2, 4, 6, and 
12 weeks after infusion). Lastly, we might plan to conduct the clinical trial 
within a single centre with suitable facilities for the required intensive moni-
toring needed, particularly in the first 8 hours. It is worth noting that each of 
these clarifications makes the question our study is going to answer more spe-
cific. This has implications for its practicality in delivery, and its applicability 
in terms of to whom and when the results apply.

Therefore, we might articulate the main research question as what is the 
PK measured as serum concentration [outcome] of five pre-​specified doses of 
PRX002 [interventions] versus a placebo [control] over a 12-​week period [time 
frame] in healthy adult individuals [population] in a research facility [setting]? 
Correspondingly, our study’s primary objective could be to assess the PK meas-
ured as the serum concentration [outcome] of five pre-​specified doses of PRX002 
[interventions] versus a placebo control [control] over a 12-​week period [time 
frame] in healthy adult individuals [population] in a research facility [setting].

Having confirmed the main research question we are seeking to ask and the 
corresponding primary objective of the study we hope to address, it is natural 
to go on to consider if we can also address other relevant queries. As long as 
it does not compromise addressing the primary objective, this will add value 
to the study. We could address our other query related to safety by including 
a secondary objective to assess the safety (including tolerability) measured 
as the occurrence of adverse events [outcome] with five pre-​specified doses of 
PRX002 [interventions] versus a placebo control [control] over a 12-​week period 
[time frame] in healthy adult individuals [population] in a research facility [set-
ting]. In a similar manner, we might also wish to assess the PD of PRX002 in 
healthy participants and to correspondingly include a further secondary ob-
jective to address this. Collecting data on PD is readily done alongside safety 
and PK data. It is also a natural accompaniment and indeed was an objective 
of the Schenk et al. study (5) we saw in Chapter 1. It is worth noting there is 
a choice here, and one that needs to be carefully considered in light of what 
is already known. It is not necessary for PK to be the focus of the primary 
objective in our study. It could have been safety assessed as occurrence of ad-
verse events or something else. Alternatively, if there was already a good un-
derstanding of the PK properties of the drug, perhaps as it had been used for 
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other conditions, the main focus reflected in the research question might have 
been on PD. Or alternatively, it could have been both PD and PK together 
to characterize the relationship between these aspects of the drug properties. 
This can be approached from a modelling perspective to varying degrees of 
complexity, which in turn lead to specific data requirements, and practical 
study implications. Once we have chosen our primary and secondary object-
ives, we can make a sense check of the proposed objectives against the ini-
tial queries to make sure we have not deviated too far away from our original 
concerns. In this case all seems straightforward and reasonable. In passing 
we note that the design of a study can change substantially (and not always to 
everyone’s realization) when multiple people input into the development of 
the study concept over multiple occasions. Therefore, regularly referring back 
to the original concepts is a key part of good practice in clinical trial design. 
Figure 2.1 shows the basic process of formulating the main research question 
and objectives of the clinical trial for the PRX002 example.

Knee replacement example

We now consider a second clinical trial example based upon the Total or 
Partial Knee Arthroplasty Trial (TOPKAT) RCT (6). The relationships be-
tween the initial query, the research question, and the objectives which struc-
ture the clinical trial design are shown in Figure 2.2. Patients with severe knee 
osteoarthritis require surgery to replace the knee joint to relieve pain and im-
prove mobility. Two types of implants are available when only the inner part of 
the (medial) knee is affected. A total replacement of the whole of the knee joint 
or a partial replacement of only the diseased (inner) area can be carried out. 
Both operations are in clinical use though the partial knee operation leads to 
a more complicated operation and is less commonly conducted. Patients seek 
treatment to deal with pain, stiffness, and restricted function accompanying 
the disease. Each operation may have its own, though similar, pattern of com-
plications. It may affect the overall health-​related quality of life differently. 
There may be different needs for further treatments and cost implications. It is 
unclear which of the two options should be the preferred operation from the 
patient’s perspective. It would be natural therefore to conduct a clinical trial 
to compare these two operations. We might formulate the research question 
as follows: is there a difference in the knee-​related quality of life between total 
and partial knee replacement for patients with osteoarthritis of the medial knee 
within the UK National Health Service (NHS)?
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Various measures have been used to assess patient-​reported quality of life 
for knee conditions; a commonly used one, developed for this setting, is the 
Oxford Knee Score (OKS) (7). This score was specifically designed and devel-
oped to assess function and pain after total knee replacement from the patient’s 
perspective. Many surgeons view 5 years as the first key time point for assess-
ing the outcome of the operations. It is seen as when failure of the surgery 
has started to occur more commonly, and a point when the recovery pathway 
for the operation becomes clearer. Lastly, the operation could be delivered in 
various settings. We could seek to assess the outcome following treatment in 
private hospitals; however, the overwhelming majority of operations of this 
kind in the UK are conducted within the NHS. As experience of the operation 
is required, we might pre-​specify our criteria for surgeons to have some prior 
experience of both operations. Putting this all together, our study’s primary 
objective might therefore be to assess whether there is a difference at 5 years 
[time frame] in the knee-​related quality of life measured primarily by the OKS 
[outcome] between partial [intervention] and total knee replacement [control] 
for patients with medial knee osteoarthritis [population] delivered within the 
UK NHS system [setting] by experienced surgeons. We can then add secondary 
objectives to address our other related queries which would inform the choice 
of operations. Corresponding secondary objectives can be added looking at 
medical and surgical complications, patient satisfaction, and the cost implica-
tions of the operations.

Is my research question a good one to address?

The above discussion is related to defining the main research question. 
However, a well-​defined question is not necessarily a good one to seek to ad-
dress. A helpful way to evaluate whether our research question is a sensible 
one is the FINER criteria (8) (Table 2.2). FINER stands for feasible, inter-
esting, novel, ethical, and relevant. Each of these five domains is fairly self-​
explanatory but is briefly summarized here:

	 1.	 First, we should ask whether the research question we have opted for is 
one that we think is feasible to address; can it be answered in a study that 
we can imagine being conducted? Are there likely to be enough potential 
participants? Can the intervention and control, if there is one, be deliv-
ered in the way needed? Do we have a way to assess the outcome we are 
most interested in? Could it realistically be conducted quickly enough 
in a reasonable number of centres without costing too much? Assessing 
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feasibility will typically not be answered simply as a yes or no. Indeed, a 
full research study (feasibility study) of its own might be conducted to 
help us come to a conclusion on that matter. Nevertheless, considering 
this at an early stage of trial design is prudent.

	 2.	 The next question to ask oneself is if it is an interesting research ques-
tion. Life is too short, and clinical trials are too demanding, expensive, 
and time-​consuming to focus upon topics of little importance. So, have 
we articulated a question that excites anyone (including oneself!)? Will 
stakeholders take note of it? Is it one that someone would be prepared to 
fund to see it conducted?

	 3.	 Is it novel, are we planning something that is new that adds to what has al-
ready been done and new? This is not always as clear as it might appear as 
novelty can be subtle. However, we do not want to conduct a study to ad-
dress a research question which has been well answered by many studies 
before. For example, our proposed study may not be the only one to com-
pare the intervention and control treatments of interest to us but perhaps 
the population is different from previous studies. Or previous studies have 
not been conducted on a sufficient scale, and in a rigorous enough manner.

	 4.	 Next, we must consider if it is an ethical study to conduct? Is it one that 
someone independent from us would consider appropriate to conduct? 

Table 2.2  FINER criteria

Domain Questions to ask

Feasible 	•	 Will there be enough potential participants for the study?
	•	 Can the intervention (and control) be delivered as needed?
	•	 Can the outcome be measured as needed?
	•	 Are there suitable centres to conduct the study in?
	•	 How long might the study take?
	•	 Are sufficient funds available?

Interesting 	•	 Is it an exciting question to ask?
	•	 Will key stakeholders take notice of the findings?
	•	 Would anyone fund the study as they want to know the answer?

Novel 	•	 Has the question been fully answered before?
	•	 How will this study differ from previous studies?

Ethical 	•	 Would I be willing to take part if I was eligible?
	•	 Would my colleagues consider it appropriate to conduct?
	•	 What kind of risk will individuals taking part be exposed to?

Relevant 	•	 Does it have the potential to alter clinical practice (or will it lead to a 
study that could do so)?

	•	 Will healthcare decision-​makers be influenced by the findings?
	•	 Will patients be more informed given the findings?
	•	 Does it meet professional and regulatory body expectations?
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Will it be acceptable to stakeholders (especially patients and health pro-
fessionals)? If you (or a loved one) were eligible, would you be willing to 
take part, or be happy for them to take part? Different people may view 
things somewhat differently in this regard, but if we do not ask ourselves 
the question, we may find ourselves in difficulty later. There will be var-
ious stages in developing a research idea where this can be assessed and 
we will get feedback from others (internal institutional reviews, funding 
proposal assessments, and regulatory approvals processes including eth-
ical review). A key barometer is the views of those who will help deliver 
the study as well as those who we wish to participate in it. At this point 
we need to do an initial ethical sense check and sharing the outline pro-
posal with colleagues is a good place to start.

	 5.	 Last, would it be a relevant question to answer? It might surprise some to 
know that a good study might be conducted which is interesting, novel, and 
ethical and yet it has little practical relevance. Nevertheless, that can be the 
case, if it represents too artificial a scenario. This is perhaps more pertinent 
for studies conducted outside of a regulatory drug setting. Such studies ul-
timately seek to directly influence clinical and patient practice, and health-
care systems. For example, a drug may have been given in our clinical trial 
daily by infusion for 7 days over 3-​hour periods. However, the relevant clin-
ical application might require it to be given as a single large (‘bolus’) in-
fusion. As a consequence, the transferability of the findings from the trial 
would naturally be questioned even if the patient population and other 
aspects seem relevant. Furthermore, we may ask, does the study provide 
the information that patients need to make an informed choice about their 
treatment? Similarly, will healthcare professionals and decision-​makers 
take note of the findings—​does it address their needs and concerns?

Outline of a clinical trial

Having worked out our research question in some detail and the objectives 
of our study, we now need to move on to fleshing out our proposal. There is, 
or at least ought to be, therefore, a strong link between the research question 
posed, the objectives of the study, and the study which is designed. It is worth 
noting at the outset that designing a clinical trial (including the formulation 
of the research question) is not a sequential process but more like carving a 
sculpture—​always viewing each decision and action in light of the overall vi-
sion (research question) to avoid going awry. An outline of the basic structure 
of a clinical trial is given in Figure 2.3.
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As with all good research studies, the first step in delivering a clinical trial 
begins with finalizing the study processes and documenting them so that 
they can be assessed and implemented, and that there is a record of what 
was intended. An initial idea needs to be refined and expanded upon. Once 
it has been fleshed out to an appropriate level, funding and approvals can be 
sought. In order to conduct the study, we need to set out what will happen 
in sufficient detail. A document called a protocol should be used to describe 
the study and all the related processes and steps in sufficient detail so that 
someone with no prior knowledge of the study would know what it entails, 
and to clarify the implementation of the study in practice. The protocol serves 
a number of different and important purposes. It should state in sufficient de-
tail the implications for participants and others who would be involved in its 
running so that this can be assessed. Furthermore, it should state clearly what 
the study is intended to achieve, that is, the research question(s) it will seek 
to answer, and the objectives which are intended to be addressed. An expla-
nation of why the study is being conducted and how it addresses this should 
be provided.

Developing
the

protocol

Close out Study
set-up

Formulating
the research
question &

study
objectivesReporting

Analysis
Follow-up
and data
collection

Recruiting

Figure 2.3  Outline of a clinical trial.
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In set-​up, the related documents and systems required to conduct the study 
need to be prepared along with any final approvals being secured. Typically this 
would involve an ethical assessment of the study by people not involved in this 
study. Once this has been received and all systems and personnel are in place 
and initiated into the study, recruitment can begin. Recruitment continues to 
the intended sample size (see Chapter 5 for consideration of how this number is 
determined) unless the study is stopped early. Data collection takes places im-
mediately from the start of the recruitment process (see Chapters 6–​8). Once 
data is available, the analysis of this data can take place (see Chapter 9). Once 
complete, this will be reported to others (most notably, in one or more research 
publications, but by no means is this the only way—​see Chapter 10). To com-
plete the clinical trial, a process of closure takes place where all documentation 
is stored in case it is needed in the future, and increasingly data is prepared for 
making it available to other interested individuals (usually research groups). 
While the above may give the impression of sequential tasks, the reality is that 
once a clinical trial completes set-​up, the other steps of recruitment, follow-​up 
and data collection, analysis, and reporting can take place at various overlap-
ping periods until it is time for the final step of study closure. This book seeks to 
provide an introduction to these steps. We now consider some key decisions in 
trial design related to the specification of the study objectives.

Key decisions in formulating the study objectives

Superiority, equivalence, and inferiority   
statistical framing

Implicitly, the objectives of a typical phase 3 clinical trial are typically formu-
lated as what is known statistically as a superiority question. This is to answer 
the question of whether there is a difference, that is, is one treatment supe-
rior to the other? It might be stated, as we have done earlier in this chapter, 
as ‘to compare treatments X and Y’ (i.e. to decide if there is a difference or 
not). There are, however, other ways to formulate the question into something 
which can be statistically assessed. The most common alternatives are equiva-
lence and non-​inferiority questions which should be reflected in the design of 
the respective clinical trial. In some settings we might not anticipate, or nec-
essarily need a benefit, beyond the conventional treatment. We may merely 
wish to show a new treatment is not worse (i.e. ‘non-​inferior’). If we wanted to 
show that two treatments had the same level of effect, we could seek to show 
they are ‘equivalent’. For example, if we consider the knee surgery example 
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previously discussed, we might define our objective as to assess whether the 
knee-​related quality of life of these two operations for a patient with medial 
osteoarthritis of the knee are equivalent. Clearly, we would need to decide 
what we mean by ‘equivalent’. Alternatively, we could perhaps only want to 
show that partial knee replacement is ‘non-​inferior’ to (i.e. not worse than) 
total knee replacement. In this case we might write out our research question 
as ‘to assess whether partial knee replacement is non-​inferior to total knee re-
placement in terms of the knee-​related quality of life of these two operations 
for patient with medial osteoarthritis of the knee’. Why might we frame our 
question in this way? We may think that partial knee replacement had a clear 
benefit in some aspect (e.g. a key outcome, cost, or perhaps (though not in 
this case) ease of conduct). Given such a scenario, we might then only be con-
cerned with showing it was ‘non-​inferior’. However, partial knee replacement 
was thought by some to be potentially better in some outcomes and worse for 
others. Therefore an ‘equivalence’ trial would have been a more appropriate 
choice than a ‘non-​inferiority’ one had a ‘superiority’ framing not been used. 
The TOPKAT trial was designed to address a superiority question (allowing 
for total or partial knee replacement to be superior for different outcomes) 
(6). Accordingly, the primary objective was ‘to assess the clinical effective-
ness and cost-​effectiveness of total knee replacement compared with partial 
(unicompartmental) knee replacement in patients with medial compartment 
osteoarthritis of the knee’. While the word ‘superiority’ is not used, the word 
‘compared’ implies the same (i.e. either operation being superior, and any 
magnitude is of interest hence not looking at equivalence or non-​inferiority). 
The terms ‘clinical’ and ‘cost’ before effectiveness clarify the general ways in 
which effectiveness will be assessed (both purely based upon clinical out-
comes (‘clinical effectiveness’) and also via health economic evaluation (‘cost-​
effectiveness’)). The term ‘effectiveness’ implies multiple assessments, though 
as per our examples above there is arguably value in having more specific 
objectives which detail each aspect of the outcomes that are of interest.

Pragmatic and explanatory trials

As we saw earlier, the PICOTS framework can be helpful to clarify the out-
line of the research study in response to our research question. It is important 
to think through the coherence of the elements that are combined together 
as we develop our clinical trial design. One helpful way to think about this 
is to consider what is a ‘pragmatic’ as opposed to an ‘explanatory’ research 
question and the corresponding impact upon the study design. A pragmatic 
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trial can be defined as one which is seeking to directly inform healthcare or 
policy decision-​making and therefore is focused on the effect of the treat-
ment in a typical clinical setting. In contrast, we may be interested in whether 
the treatment works in what we might consider to be an optimal (or at least 
favourable) setting, that is, an explanatory approach. We can take pretty much 
any research question and modify it accordingly to suit either approach and 
develop our study design using the PICOTS framework. It is worth noting 
that the explanatory approach matches up well with the concept of ‘efficacy’, 
and the approach typically adopted in the regulatory pharmaceutical setting, 
whereas a pragmatic focus is more associated with the concept of clinical ‘ef-
fectiveness’ and day-​to-​day clinical care questions.

In reality, there is no strict dichotomy of pragmatic and explanatory clinical 
trials but a variety of different options for different aspects of the study design. 
The PRECIS-​2 (PRagmatic Explanatory Continuum Indicator Summary-​
2) tool (9) has been proposed to help with the design of RCTs and to help 
researchers think through how pragmatic or not the study design is (Table 
2.3). It uses a five-​point scale (ranging from ‘very explanatory’ to ‘very prag-
matic’) for nine different domains (or aspects) of the study design ranging 
from eligibility criteria and recruitment through follow-​up, primary outcome, 
and analysis approach. While designed explicitly for RCTs, the general ap-
proach has value for all clinical trials. By assessing the options for each of the 
domains it helps us think through the choices we are often implicitly making 
and how they map back to our original research question.

The choice of control

The decision regarding the control treatment is another of the key steps in de-
fining the study’s research question and study design. There are strong scien-
tific reasons for desiring to include a control group in studies as we have seen 
in Chapter 1. We will consider this further in Chapter 3. A variety of potential 
options are available but broadly speaking as we progress from early phase 0/​1 
through to phase 4, studies are more likely to have a control. Furthermore, the 
control is more likely to represent the clinical alternative that a patient might 
be offered. Typically phase 0 or 1 trials do not have a control group, whereas 
phase 2 and 3 trials do. For trials conducted outside of the regulatory setting 
(See Chapter 6), there are often multiple options for potential comparators 
which could be selected as the control treatment. Often there is an existing 
treatment, or alternative new treatments. The more the treatments differ, 
the greater the contrast between the treatments being evaluated in the trial. 
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Table 2.3  Different ways to think about the research question

Statistical

Question type Question form Example

Superiority Is there a difference   
between the treatment   
and control?

To assess whether partial knee 
replacement or total knee replacement 
is superior in terms of the knee-​related 
quality of life as measured using the 
Oxford Knee Score after these two 
operations for patients with medial 
compartment osteoarthritis of the knee

Equivalence Are the treatment and   
control equivalent?

To assess whether partial knee 
replacement is equivalent to total knee 
replacement in terms of the knee-​
related quality of life as measured using 
the Oxford Knee Score after these two 
operations for patients with medial 
compartment osteoarthritis of the knee

Non-inferiority Is the treatment   
non-​inferior   
to the control?

To assess whether partial knee 
replacement is non-​inferior to total 
knee replacement in terms of the knee-​
related quality of life as measured using 
the Oxford Knee Score after these two 
operations for patients with medial 
compartment osteoarthritis of the knee

Explanatory/​pragmatic spectrum

Pragmatic
Does the intervention 

treatment differ from the 
control in a typical clinical 
scenario?

PRECIS-​2 domains
Eligibility criteria

Recruitment
Setting

Organization
Flexibility (delivery)

Flexibility (adherence)
Follow-​up

Primary outcome
Primary analysis

Explanatory
Does the treatment differ in an 

optimal scenario?

Impact on PICOTS
P Patients thought to 

potentially benefit
Intervention and Control 

are delivered according 
to centre and clinician 
practices

Outcome of interest to 
patients and health 
professionals

Time period is sufficient to 
observe completion of the 
current stage of the clinical 
pathway (e.g. unless 
treatment about further 
treatment is made)

Setting is one which reflects 
typical clinical care

Impact on PICOTS
P Patients thought to benefit 

the most
Intervention and Control are 

delivered in a consistent 
approach between patients and 
across centres

Outcome that confirms success 
(or not) of intervention 
treatment

Time period is sufficient to 
observe early assessment of 
intervention and control effect

Setting is one which is well suited 
to the intervention treatment
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Related to this, the study tends to be more challenging to conduct. Perhaps 
most difficult are those where different types of treatment (e.g. a drug versus 
a surgical operation) are compared. For decisions related to the study design, 
the potential candidate options need to be considered in light of the research 
question and prior evidence. For example, if there are few safety data available 
on a new drug, we may be more inclined to opt for no control group in a phase 
1 trial to maximize learning about the safety. Whereas, if the drug comes from 
a class of drugs for which the safety profile is well established, we may desire a 
control to allow a preliminary comparative assessment even at phase 1.

Outcome selection

The outcomes are the measures by which we quantify the effect of treat-
ments. The data collected for them is then used in the statistical analysis to 
determine according to our study objectives what conclusions the data sup-
port. Outcomes come in a remarkably variety of shapes and forms, with 
lots of minor variations. Broadly, outcomes can be categorized as one of five 
types: critical events (e.g. death), clinical condition-​specific status/​biomarkers 
(e.g. recurrence of disease, or systolic blood pressure), health-​related quality 
of life (whether overall, or with a restricted or condition-​specific focus), pa-
tient satisfaction, knowledge or behaviour (e.g. would you recommend the 
treatment to others?), or healthcare usage (e.g. admission to hospital or fur-
ther treatment). Outcome data may come from a variety of sources and types 
of assessment (e.g. the clinician’s assessment of an MRI scan, patient ques-
tionnaires, and physical examinations). We will consider more about how we 
might collect the relevant data and the related challenges in Chapter 7.

Ultimately, we would like to select all the relevant types of outcomes which 
are of interest to any of the key stakeholders (patients, health professionals, 
regulatory, etc.). However, a particular clinical trial, especially earlier phase 
trials, may well only focus on a subset of the possibilities. The implicit expec-
tation is that further studies will provide further evidence, and cover a greater 
range of outcomes. Safety of a drug treatment in particular, remains an area of 
interest even after the drug has become widely used. Some rare adverse events 
may only become apparent at a later point, and it may become clear that there 
are specific groups for whom this treatment is not appropriate. A key deci-
sion implicit in the formulation of the research question of a clinical trial is 
to clarify the type of outcome which will be the main focus in the evaluation. 
In particular, for the primary objective it should be clarified how this will be 
assessed and therefore what the main finding and interpretation of the study 
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will be based upon. Typically, the associated outcome, the primary outcome, 
is the only one for which the study’s sample size is directly tailored.

The lack of common outcomes across studies has been noted for years as 
a stumbling block to comparisons and syntheses of evidence across clinical 
trials. A review of 10,000 trials of schizophrenia treatments remarkably iden-
tified over 2000 different outcomes which was greater than the number of dif-
ferent treatments evaluated (10). The COMET (Core Outcome Measures in 
Effectiveness Trials) initiative provides a framework for ensuring common 
outcome types are collected for late phase trials. In a similar way, regula-
tors and academic–​industry collaborations such as OMERACT (Outcome 
Measures in Rheumatology) have gone some way to ensuring consistency of 
outcomes in future clinical trials. Nevertheless, more improvement is needed 
(11). A well-​designed trial has a clear and coherent spine running from the 
study objectives through to the PICOTS elements. Therefore, clearly the pri-
mary outcome should be in keeping with the research question and the pri-
mary objective of the study. If the primary objective is to find the appropriate 
dose, then we would expect something like MTD to be the primary outcome. 
Similarly, if safety is also part of the primary objective we would in effect per-
haps expect a type of safety outcome, measuring toxicity in some form, to be 
one of the key study outcomes, if not the primary outcome. Measuring the 
primary and any other key outcomes in a way that maintains comparability 
to any relevant existing studies should be the goal with a new measure or ap-
proach only preferred with appropriate justification.

Building the team

Clinical trials are perhaps the ultimate team science project. They require an 
increasing number of different competencies to be delivered. From the ear-
liest days, the team or cooperative nature of delivering clinical trials was well 
recognized (12). It is not uncommon for large randomized phase 3 trials to 
involve more than 100 individuals at many different locations. Developing a 
clinical trial requires the formation of a core team who will generate a pro-
posal to the level at which funding and appropriate regulatory approvals (e.g. 
healthcare system, ethical, and governmental authorities such as the MHRA 
and FDA) can be sought. The basic competencies required for developing a 
clinical trial are clinical or health professional, statistical, and study conduct. 
However, many studies will require clinicians with different specialisms; 
early phase drug trials will require pharmacology expertise and later phase 
trials may well require other academic disciplines such as health economics, 
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qualitative research, and psychology among others. These expertise needs are 
increasingly filled not by a single individual but by two or more individuals 
to provide the oversight, range of expertise required, and sufficient capacity 
to deliver. The delivery aspect of trials will often require another layer of indi-
viduals to complement and supplement the team including recruitment spe-
cialists (often nurses), study coordination, data management, IT system, and 
administrative support and expertise. Accordingly, working with an estab-
lished and experienced clinical trial group (e.g. typically called a clinical trials 
unit (CTU) in the UK, clinical research organization, or coordinating centre 
in the US) is often vital. Large pharmaceutical companies will have substantial 
in-​house expertise in all aspects of clinical trials. Working with such a group 
shares a lot of the effort involved in developing an implementable and useful 
clinical trial. It also spares the lead investigators a lot of unnecessary pain in 
the early stages of development.

Developing a funding proposal

Clinical trials are time-​consuming, complex, and demanding projects. As 
such, most will require an external funding source, sometimes involving a 
very substantial amount of money, to be conducted. Some small single-​centre 
late phase clinical trials for non-​drug treatments are still conducted with very 
limited funding. However, implicitly there is a lot of support being provided 
institutionally by the organizations the investigators work for and where the 
clinical trial will be conducted (e.g. universities and healthcare providers). 
Typically, a proposal will need to be made to secure funding for academic 
and clinically led proposals. A funding request may be made internally, such 
as within company structures in the pharmaceutical industry. Some form of 
co-​funding is becoming more common with industry and public or charity 
funding. Different funding sources have different systems and peculiarities 
even among various funding streams from the same funder (e.g. such as the 
NIHR in the UK, the NIH in the US, and EU funding streams). The form of 
applications to these streams vary greatly. Nevertheless, the essence of a good 
proposal is consistent.

Four general points can be noted. First, a good funding proposal is one 
which falls within the remit of the funding call. This seems like an obvious 
point but as research starts with a question it is not always obvious who, or if 
anyone, will fund a study and it is certainly not a given it is appropriate for a 
particular funder, nor funding stream. Most funding streams from prospec-
tive funders will be tailored to different stages of research (e.g. early versus late 
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clinical research), and sometimes to particular research areas (e.g. trauma) 
or even specific diseases (e.g. breast cancer). Second, a team with a track re-
cord has a particular advantage and in terms of delivery, linking with a group 
who have delivered clinical trials in the past, and ideally of a similar nature, is 
critical. Third, a good proposal is one where the research question and study 
design sit together coherently. Fourth, the proposal needs to be clearly written 
so that why the clinical trial is needed, what it will assess, how it will be con-
ducted, and what it will achieve are clear, and it tells a compelling story.

Summary

Clarifying the research question of interest is the first step in designing a clin-
ical trial. Both the PICOTS framework and the FINER criteria are helpful 
ways to clarify what is of most interest and how to assess the proposed re-
search question in view of what is already known. The outline of research 
design and the research question intended to be addressed should be symbi-
otically related. Substantial adjustments in the design for whatever justifiable 
reason (e.g. changing the way the primary outcome will be measured) need 
to be considered in light of the research question posed. It is not uncommon 
to realize that once the design is considered in more depth, the research ques-
tion will need tweaking as either it was ill posed, or modifying it would lead 
to a more coherent and addressable research question. Secondary and ancil-
lary research questions can also be addressed through additional objectives 
though they must not be allowed to compromise the overall design. In some 
respects it could be said that one has never finished designing a study until it is 
completed. Nevertheless, the design which we start with is invariably the one 
we have to account for when the trial is over.
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3
Randomized controlled trials

To dismiss randomization with the remark, ‘I don’t need it’, is amusing, 
perhaps, but in my serious judgment reflects an ignorance of scientific 
method in its general form. The simple answer to the question ‘Who 
needs it’ is ‘My clients needs it’.

Oscar Kempthorne, 1977 (1)

What is a randomized controlled trial?

There is only one unique feature of a randomized controlled trial (RCT): the 
random allocation of the aspect under evaluation (typically the treatment re-
ceived by a participant). Where treatments or other medical care interven-
tions are randomly allocated, an RCT is also a clinical trial. Sometimes RCT 
is accordingly spelt out as ‘randomized clinical trial’ in this setting to differ-
entiate such studies from RCTs in other contexts. However, the terminology 
of ‘randomized controlled trial’ is the more common usage. Randomization 
of treatments is the foundation upon which the RCT is built and by which re-
lated good scientific practices can be employed. It facilitates a fair, unbiased, 
as statisticians or epidemiologists might call it, comparison of treatments. The 
RCT is so much seen as the ideal or ‘proper’ clinical trial that the terms clinical 
trial and RCT trial have been used interchangeably by even leading clinical 
trialists (2). However, a number of the attractive design features of an RCT can 
also be employed in other types of clinical trials (e.g. having a control group). 
Correspondingly, randomization of treatments per se is far from sufficient on 
its own.

The deceptively simple, yet often challenging to implement, difference of 
randomly allocating the treatments leads to a number of profound implica-
tions and advantageous study attributes. These are summarized in Table 3.1. 
First of all, randomization necessitates a prospective study. While clinical 
trials under the definition in Chapter 1 must also be prospective in the sense 
that they are ‘planned’ studies, it is important to note that many other types 
of research studies are not. As a consequence, these studies are often not as 
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reliable or informative. Second, the point of randomization defines formal 
entry into the study; this might seem a minor point but it means that all par-
ticipants have a common reference point from which everything that occurs 
to them can be gauged against, and follow-​up can be timed consistently and 
impartially. Third, RCTs have a control group, hence the word ‘controlled’ in 
the name is unnecessary and ‘randomized trial’ is sometimes used instead. 
As we have seen in Chapter 1, some clinical trials, particularly early phase 
ones, may not have a control group. In contrast, an RCT always has a control 
providing a relevant reference group for comparison. Fourth, this random-
ized control is contemporary, that is, the period of time is the same as for the 
treatment group. Other studies may use patient data from what is called a 
historical control, that is, data from an earlier time period using data from 
the same or different sites. Therefore, any change in outcome over time (sec-
ular trend) may affect the measurement of the treatment effect inducing bias 
in such a comparison. Random allocation of treatment to patients over time 
protects the comparison from this. Fifth, the intervention and control groups 
will be comparable, or similar, prior to receipt of the treatment and at study 
entry. We will consider this point in more detail later in the chapter. Sixth, 
following on from the previous points, we therefore have a justification for a 

Table 3.1  Benefits arising from randomization in a randomized controlled trial

Benefit Summary

Prospective The study can be designed to collect all data required for the 
analysis and associated reporting

Consistent Randomization is a study event for which the timing is known 
and the timing of randomization is planned. Clinical events can 
readily be identified as falling before or after randomization, and 
timed accordingly. Follow-​up can be timed from randomization. 
Observational studies may not have all the relevant information to 
ensure consistency of timing among included individuals

Controlled Randomization requires two or more options. Therefore, there 
will always be at least one reference (control) group to which a 
treatment group can be compared

Contemporary As the allocation is random, the treatment groups are involved in 
the study in the same time period thus protecting against bias due 
to temporal trends (e.g. changes in clinical practice)

Comparable The groups are anticipated to be similar due to random allocation 
and any imbalance is by chance

Analytic Randomization justifies basic statistical analyses to compare the 
outcome between groups. It also provides a reference point from 
which the statistical properties of more complex analysis methods 
can be readily assessed
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statistical analysis comparing intervention and control treatments given ran-
domization has been carried out. We can quantify how unusual our observed 
findings are given we can reasonably expect the groups were the same ini-
tially. There is of course nothing stopping us from analysing data from any 
source in a similar way. Nevertheless, an RCT provide a ‘safe space’ to con-
duct statistical analyses with assurance. We will consider this point further 
in Chapter 9. Before proceeding, we will presume here that we are interested 
in allocating a series of individuals to receipt of a single treatment though 
that is not necessarily the case. We will consider some common variations 
in what is randomized in Chapter 4. Some of these (especially a cluster trial 
design) modify the way in which the benefits in Table 3.1 apply. This chapter 
will consider what makes the RCT a particularly valuable research design, 
before considering potential biases in how RCTs and other clinical trials are 
conducted. We will then look at what randomization achieves and how to 
randomize, before considering if RCTs are so great, why all clinical trials are 
not RCTs.

Why randomized controlled trials are the preferred 
research design for evaluating treatments

To understand the great interpretive power of random allocation it is helpful 
to consider the challenges of measuring the effect of a treatment. Intuitively, if 
we want to assess the effect of treatment, we could measure the outcome of in-
terest after a patient has been treated. However, interpreting what to make of 
that single observation is more difficult than it might at first appear.

Suppose we gave a new chemotherapy treatment to a woman with stage 1 
breast cancer and then assessed later whether the cancer had progressed or 
not. First, if it did not progress we might therefore be inclined to think that the 
new treatment did indeed work. However, what we do not know is what would 
have happened to her if she had not received this treatment. Might she have 
avoided progression by this point anyway? Furthermore, we also do not know 
if this outcome was certain to happen or just did in this case. Lastly, we might 
wonder if we were to give the treatment to other people whether it would it 
lead to the same finding. We know that different people can have different 
responses though we do not fully understand why. As we cannot assess the 
outcome more than once per person, we might therefore decide to measure 
the outcome for a group of people. Suppose we did this and out of 100 people 
the cancer in 30 (30%) did not progress. Should we conclude the new treat-
ment works or not? The figure of 30% might well be viewed as disappointing 
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on the face of it, but if without the new treatment the cancer did not progress 
in only 10% then we might well view this as a major success.

Accordingly, we would naturally therefore like to have another group of 
individuals to whom we do not give the new treatment to see if they differ. We 
will be able to compare them to the first group to see if the new treatment does 
indeed work better. We can attribute the difference between the new chemo-
therapy and control groups as being due to the treatment they have received 
if one crucial condition holds—​that is, the two groups of people are the same 
except for the sole difference of which treatment they received. This is where 
randomization comes in as it gives us confidence that we have similar groups 
at the outset, and therefore reason to attribute the observed result (whether a 
positive, negative, or non-​existent effect) to the treatment received.

It might be said that we could just treat some patients with the new che-
motherapy treatment and then compare them against previous patients with 
the same condition. However, even if we assume that there have been no 
changes in clinical care, and that we have measured the outcome in the same 
way, we are still faced by a large assumption to make: namely that the two 
groups are the same in all regards. We could seek to get two groups which 
match for clinically important factors we know about. For example, we could 
measure things such as age, sex, disease status, and so on. Presuming that we 
can do this perfectly (which is for some characteristics much harder than it 
might at first seem), we still face the problem of potential differences in things 
we cannot measure, or know to be important but have no way to reliably and 
comprehensively quantify. These include quite subjective things such as the 
outlook of the patients, their lifestyle, and their diet, which are incredibly hard 
to measure in a reliable, comprehensive, and non-​reductionist way. Perhaps 
most importantly, it also includes the major influence of genetics. We know 
that genetics influence the susceptibility to and progression of disease. It also 
affects the ability to recover yet we are incredibly far from being able to quan-
tify and understand this for many individual diseases. Both the complexity of 
genetic data and the interwoven nature of genetics, lifestyle, and disease make 
it virtually impossible to ever fully untangle the causes of health outcomes. 
Fortunately we do not need to.

With random allocation of treatments to individuals we have the reassur-
ance that the differences between the treatment groups are but random occur-
rences except for what occurs during the trial. As such, we can quantify how 
unusual the pattern of observed outcome data by treatment group is by using 
a statistical analysis. By randomizing we know that differences between the 
groups of both factors that we know matter to health outcome (e.g. age), and 
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those we do not (such as specific genetic traits yet to be identified), differ at 
baseline (the beginning of the study), by random allocation alone.

Through the above example, simple and intuitive steps have led us, due to 
basic scientific principles, to conducting an RCT. An RCT can therefore rea-
sonably be seen as the optimal scientific study to carry out when evaluating 
treatments. Many examples of the use of RCTs to evaluate treatments and the 
positive impact upon healthcare exist across medicine (2–​6). However, we 
must note in passing that the RCT will need to be carried out in an appropriate 
manner for it to live up to this high reputation. We will consider this in more 
detail in this and later chapters.

The difficulties of interpreting the effect 
of a treatment

At the outset it is key to note that comparing the outcome in the two treat-
ment groups in a controlled clinical trial helps us to determine the difference 
in outcome between the two treatments, not necessarily the effect that can be 
truly attributed to either treatment. Rarely, if ever, can we be confident that the 
effect we observed in a group receiving the same treatment can be fully attrib-
uted to the treatment concerned. There are four main, subtle but important, 
reasons for this. First, the natural course for the individual, driven by their 
personal characteristics, will make a substantial contribution (perhaps even 
the vast majority of the effect) towards their final outcome. This will be due 
to various factors including the influence of underlying genetics, and other 
patient characteristics such as age, biological sex, comorbidities, diet, and the 
lifestyle of individuals, as well as their disease status.

Second, medical care is often predicated upon an imperfect assessment of 
health. As such it is the more outlying observations, or extreme results (e.g. on 
a blood test), that tend to lead to treatment. Similarly, it is the point at which 
an individual feels worst that they seek care, and conversely, it is less common 
to do so if they are already well on the path to recovery. Therefore, there is 
reason to expect some return towards a more typical and healthy state irre-
spective of treatment received. This phenomenon has been called regression 
to the mean (7). It can occur in many different contexts and is one of the rea-
sons why a control group, and a randomized controlled one in particular, is 
highly advantageous. The more extreme the measurement observed, the more 
regression towards the mean we may anticipate. For example, where eligibility 
to a clinical trial is explicitly linked to a measurement known to be imperfect, 
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and to vary over time to a degree unrelated to the true underlying status (e.g. 
measurement error in taking the blood pressure for a trial of a drug for hyper-
tension), regression to the mean will clearly occur.

Third, there is reason to believe that by carrying out a study and observing, 
we may well influence the outcome observed in unintended ways. Merely 
by the act of conducting the study and observing participants we may in-
fluence behaviour, and, therefore, the outcome. This has been referred to as 
the Hawthorne effect (8, 9). The name comes from a series of research studies 
of worker productivity conducted in the 1920s and 1930s in the Hawthorne 
Works factory in Illinois, US (9). Benefits in productivity and other outcomes 
initially attributed to changes in the workplace environment (such as changes 
to the lighting, supervision, and working day) were observed. However, 
these were latter argued to be due to the influence of conducting a study on 
the subjects and the workplace environment, and not, at least solely, to the 
interventions. Therefore, a Hawthorne effect might be defined as the effect of 
the experiment taking place upon the research participants and to their en-
vironment through knowledge of the study taking place or otherwise, which 
cannot be fairly attributed to the intervention of interest. Similarly, a ‘clinical 
trial’ effect has been suggested and observed whereby patients in the clinical 
trial appear to do somewhat better than corresponding patients outside the 
trial (10). This might reflect to a degree unplanned health benefits due to par-
ticipation in a clinical trial.

Fourth, the act of intervening, and specifically giving a treatment, may 
carry with it a placebo effect. There may be some expectation by the individual 
receiving the treatment, which can influence the observed outcome which 
is not truly caused by the treatment itself, merely perceptions related to its 
receipt. This might influence their outcome in various ways. For example, it 
may make them more optimistic and therefore alter their behaviour in some 
way conducive to a better outcome (or merely to perceiving their outcome as 
such). The more orchestrated the treatment, perhaps the greater the placebo 
effect. In this way surgery might be seen to have the greatest placebo effect, as 
the process of receiving surgery is often following failed, initial, non-​invasive 
treatments (e.g. pain management, rest, and physiotherapy), implying it is the 
‘stronger treatment’. Additionally, there is a whole process of preoperative and 
postoperative care associated with an operation (11). In an RCT comparing 
surgical versus medical management of gastro-​oesophageal reflux disease, the 
knowledge of which treatment was to be received appeared to influence the 
perception of the participants’ assessment of their own outcome, with those 
allocated to receive surgery perceiving themselves as less well than those allo-
cated to medical management (12).
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Therefore, there are a number of factors which make measurement of the 
attributable effect of treatments very difficult. However, with the use of ran-
domization of treatment and associated procedures in the context of a well-​
conducted clinical trial, we can potentially address all of these factors. This 
allows isolation of an effect attributable to the choice of treatment. The ben-
efits of the comparable control that randomization (and adequate associated 
strategies such as blinding) produces are shown visually in Figure 3.1. The 
measured effects of both the intervention and the control can be broken down 
into a number of contributing factors including the true effects of the treat-
ments and ‘apparent’ (e.g. placebo, regression to the mean, and Hawthorne) 
effects.

An unbiased experiment

Scientifically we can state that we wish to compare the treatment groups in 
a way that ensures the assessment is fair and reliable. As we have considered 
above, creating similar groups is far from straightforward. With randomiza-
tion of treatments we can prevent intentional and unintentional bias in the 
creation of the groups. We are likely to create similar groups, and at worst we 
have imbalance due to chance which we can reasonably adjust for statistically 
(13). However, randomization on its own is far from sufficient to ensure a fair 
experiment. What subsequently occurs can undermine the similarity of the 
groups in terms of the patient characteristics. Abel and Koch make this point, 
using a contrived example of the ultimate form of biased outcome assessment 
where they always give one treatment a better score than the other irrespec-
tive of any patient’s response (14). While we would hope that this scenario is 
far from realistic, it does make the point that randomization can be completely 

Effect

Real difference

Therapeutic

‘True’
effects

‘Apparent’
effects

Placebo

Reg. mean

Hawthorne

Intervention Control

Figure 3.1  Anatomy of a treatment effect.
Note: Reg. mean, regression to the mean.
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undermined by what occurs following allocation. Implicitly, our consideration 
of the treatment effect above and the value attributed to randomization of 
treatment allocation presumes that this is not the case. However, for that to 
be true we need to design and conduct the RCT in an appropriate manner. 
Having determined how to randomize participants, and with the expectation 
of similar groups upon entry to the clinical trial, we now consider the delivery 
of the treatments and the follow-​up (including data collection and outcome 
assessment). All aspects of the study need to be carefully planned to avoid 
introducing bias to one treatment over the other.

Many forms of bias can be identified. Sackett identified seven areas where 
some form of bias might be introduced into a research study from concep-
tion through to reporting (15). Figure 3.2 shows the flow of participants in 
a study and the key stages during the study at which common bias may be 
introduced into the comparison. The main ones in the context of conducting 
a clinical trial are often described as selection bias, performance bias, attrition 
bias, and detection bias (16). Further bias can be introduced at the reporting 
stage (see Chapter 10 for consideration of reporting). A well-​designed RCT 
is one which seeks to minimize the threat, as far as possible, of these biases 
undermining the finding(s) of the study. The key aim is that what occurs sub-
sequent to randomization is identical except for that which we wish to compare 
(i.e. the treatments).

We consider here in turn the four common forms of bias in designing and 
conducting an RCT using the Cochrane’s risk of bias taxonomy (16). A more 

Common biases in clinical trials

Allocation

Participants

Follow-up

Outcome
assessed

Selection bias

Performance bias

Attrition bias

Intervention Control

Detection bias

Figure 3.2  Patient flow and common biases in clinical trials.
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elaborate approach to assessing bias could be adopted (indeed the version 
2.0 of the Cochrane risk of bias tool has five domains and a slightly different 
formulation) (17). Here we use the simpler four bias structure to consider 
the potential influence of bias in the design and running of a RCT. First, we 
wish to avoid selection bias, that is, where groups are formed in a way which 
is favourable to one treatment over the other. The impact may be that any 
observed difference might be attributed to who is in the groups as opposed 
to the treatments. The use of randomization to allocate treatments to partic-
ipants addresses this. Furthermore, the use of appropriate means to achieve 
allocation concealment, that is, concealing what future participants will be 
allocated to, preserves the benefit of random allocation of treatment, reducing 
or removing predictability.

Second, there may be performance bias, that is, bias in the way in which the 
treatments are to be implemented or some other aspects of care aside from the 
intrinsic difference which is the focus of the comparison. For example, if we 
were to have additional patient care, in terms of adjuvant care which could be 
given alongside both treatments but is only given to one group in practice, this 
could bias the comparison of the treatments. For example, in an RCT com-
paring two surgical procedures, the use of oral antibiotics to control potential 
for infections might be more common for one procedure than the other. This 
additional care may contribute to the observed difference between two treat-
ments in terms of observed number of infections and associated outcomes. 
Therefore, how the treatments to be evaluated are delivered needs careful con-
sideration. It is also worth noting that the setting is a related consideration and 
ultimately the design in this regard needs to match the research question. If 
those who receive the intervention treatment receive care in a different insti-
tution, such as a specialist hospital, whereas those who receive the control are 
looked after in their local hospital, this will have a substantial influence on a 
range of factors which can ultimately influence a range of outcomes. Perhaps 
a more likely issue in a clinical trial is not understanding the implications of 
providing both treatments in the local hospital or in the specialist centre. The 
setting will influence the staffing levels, equipment available, along with a 
range of local policies (e.g. use of adjuvant care, and discharge). These aspects 
need careful consideration.

The next main bias we wish to avoid or minimize is what is called attri-
tion bias, that is, participants withdrawing from, or only partially completing, 
follow-​up in a way which introduces bias to the comparison. For example, 
in clinical trials evaluating a drug treatment, it is not unusual for patients to 
cease treatment with the study drug when they experience a toxicity event or 
a severe adverse event. This is a natural response, and often entirely clinically 
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appropriate. However, if their involvement in the study also ceases at that 
point, these individuals will not contribute to any later assessment of out-
come which in turn could then be biased. Indeed, this may well perversely 
lead to bias in favour of this treatment with the greater pattern of drug-​related 
toxicity (as those who drop out may well be those likely to have poorer out-
comes). Therefore, the optimal, and desirable, position is that everyone who is 
randomized is followed up until the end of the study and all data are collected 
for them and included in the analysis. It is therefore not only the availability 
of data but its inclusion in the analysis which ultimately precludes attribution 
bias. We will consider this issue of who is analysed again in Chapter 9.

Lastly, we may have what has been called detection bias, that is, there is 
bias in the way which the outcomes are assessed which favours one group 
over the other. There are various ways in which this could occur in a study. 
These include the selection of a primary outcome which by definition favours 
one treatment over another. For example, some treatments can be repeated 
whereas others cannot (e.g. a simple comparison of further treatment will 
favour the one which cannot be repeated such as some surgical procedures). 
When the outcome is measured, it could favour one treatment over the other 
(e.g. it might be timed so as not capture the disadvantage of one treatment 
over another). Alternatively, how the outcome is assessed could also be a 
source of bias. For example, someone who is aware of the treatment received 
might unfairly assess subjective outcomes like symptoms less severely in one 
group than the other. Similarly, some adverse events are quite subjective in 
both their nature and severity and require careful clinical consideration of the 
specific details, and associated data such as imaging scans (e.g. identification 
of an occult hip fracture from an X-​ray). As such, these assessments can be 
susceptible to conscious and unconscious bias.

A natural response to the possibility of detection bias might be to restrict 
the focus to more ‘objective’ outcomes for which the status can be more 
readily verified. However, often the outcomes which are most important to 
patients, and to an extent also health professionals, are by nature subjective. 
Symptoms such as pain, and someone’s quality of life, are usually best assessed 
by the individual themselves. Therefore, some subjectivity in assessment is 
often inevitable and necessary. Accordingly, ensuring the assessor (whether 
the participant themselves or someone else) is not aware of which group the 
individual being assessed belongs to (‘blind’ to the treatment received) is often 
desirable. The ability to blind will depend greatly on the treatments being 
compared. Drug treatments are the easiest, that is not to say easy, to blind par-
ticipants, care deliverers, and outcome assessors to, by using a placebo con-
trol. Physical placebos, such as surgery, are rarely used. In such a situation 
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care needs to be taken to determine the intended mechanism of action (11). 
Blinded, or at least independent, outcome assessment though is usually pos-
sible, at least for some of the outcomes of interest (18). In addition to selection, 
performance, attribution and detection biases, we might also consider what is 
referred to reporting bias. Here the bias is due to selective, or misleading, pre-
sentation of the study findings. This type of bias can take various forms, and 
we will consider the issues related to reporting separately and more fully in 
Chapter 10. The above discussion is by no means intended to cover all possible 
‘bias’ but to emphasise the more common areas of concern, and of the critical 
need to think through the design in light of this.

What does randomization achieve?

Having considered briefly the need to design and conduct the study overall in 
light of the research question and with the aim of minimizing bias, we now re-
turn to our consideration of randomization of treatment allocation, and what 
it achieves, in more detail (19). First, we have reason to expect our groups 
to be similar (thought it does not guarantee this if we are very unlucky with 
the allocations). In the negative sense, it prevents favouritism (whether in-
tentional or accidental) towards one of the two groups when allocating. Thus, 
any imbalance which favours one group is by random chance and therefore, 
in principle, something which can be readily (if a relevant baseline measure 
is available) statistically adjusted for. Additionally, we are also not reliant on 
our understanding of the disease being treated to tell us what to control for 
when generating the groups. This strength has been clearly seen in the eval-
uation of potential treatments for COVID-​19 where RCTs were able to assess 
whether a treatment worked even when our understanding of the disease 
was still at a fairly rudimentary level (20). The second thing it does, which 
is arguably purely the statistical representation of the first point, is that we 
have groups for which we can analyse statistically and quantify how unusual 
our observed data is. Our groups are thus statistically comparable as long as 
what subsequently occurs does not undermine this comparability. Third, due 
to randomization we can implement a number of desirable additional meth-
odologies to address potential biases. We have discussed the main sources of 
bias earlier in this chapter; here we note the value of randomization is making 
the task of minimizing or avoiding them much easier. With randomization, as 
all participants have an equivalent starting point, we can implement identical 
care other than the aspect of care which we are evaluating. Furthermore, we 
can carry out the trial procedures, such as conducting follow-​up and outcome 
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assessment, in an identical and unbiased manner in the two groups. While 
not impossible in the absence of randomization, given limitations in data this 
is difficult to confidently assert as true or rectify as may be needed for obser-
vational studies using routine or retrospectively collected data. Lastly, as we 
have randomized, we can potentially conceal not only future allocations but 
also those which have already been received (i.e. undertake blinding). Who 
and for how long we might be able to or wish to do this for will vary between 
trials, but by randomizing it becomes a feasible option. Clearly, one does not 
wish to blind a surgeon to the operation they need to perform. However, it is 
not necessarily true that a participant in a clinical trial needs to immediately 
be aware of which treatment they have received, even sometimes surgery (5). 
We now consider the key issue of how to randomize and to do it in an appro-
priate way.

How to randomize

What needs to be achieved?

The full benefits of randomization are realized by the lack of certainty about 
which allocation a participant is going to receive. If we know what the next allo-
cation is going to be then we could decide to recruit differently between the two 
groups. For example, we might select patients who are a little more likely to re-
cover for the drug intervention group and a group who are somewhat less likely 
to recover for the control group. However, if it is a mystery to me, a ‘random’ oc-
currence of intervention or control, then I am no longer able to do this. To there-
fore be random, it needs to be both a fair allocation (generated using a method 
that is not prejudiced to one group over the other), and one which is unknown 
to those who are recruiting to the study. Therefore, we have three main tasks 
when carrying out randomization: (i) choosing an appropriate randomization 
method, (ii) generating the random sequence according to the chosen method, 
and (iii) delivering the random allocation in a way that preserves the benefits of 
the random sequence. We will consider these tasks in turn.

The main randomization options

There are three main types of randomization methods for an RCT: (i) simple 
randomization (i.e. without any constraint on the allocation of treatment other 
than the allocation ratio); (ii) restricted randomization, where the allocation 
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is constrained either to achieve balance in group sizes, or balance in key char-
acteristics of interest; and (iii) outcome-​adaptive randomization, where ran-
domization takes into account the known outcome and allocation received 
by previous participants. Some of the more common randomization methods 
belonging to each of the three main types are summarized in Table 3.2.

A key implicit decision when generating the allocation sequence is de-
ciding upon the allocation ratio. In terms of both simplicity and from a statis-
tical perspective (provided we anticipate similar variability in the outcome of 
interest in the two treatment groups), a fixed 1:1 allocation, that is, each treat-
ment group has the same (50%) chance, is usually optimal. The sample size 
formulas we will see in Chapter 5 will assume this, and a 1:1 (equal chance) 
is overwhelmingly the most common practice in RCT with the standard de-
sign. However, it should be noted that we do not have to do so, and there are 
valid reasons why we might deviate from this, both practical (e.g. favouring 
one group might be thought to benefit recruitment), financial (e.g. if there 
is a substantial cost difference between the treatments the ratio could allow 
patients to be allocated more frequently to the cheaper treatment), and statis-
tical (e.g. having a larger control group to increase statistical efficiency when 
more than one active treatment groups are used) (21). For example, in the 
phase 1 trial we considered in Chapter 1, most of the allocations were gen-
erated using a 5:1 ratio in favour of PRX002 drug over placebo (22). This 
meant more of the participants received the intervention drug, facilitating 
the varying of the dose level and the planned statistical analysis to explore 
the PK and PD of PRX002. Furthermore, we could proceed further and allow 
the ratio to vary from participant to participant depending upon outcome 
data on preceding participants (outcome-​adaptive randomization). While 
such an approach is intuitively attractive, there are a number of limitations 
which have led to limited use of outcome-​adaptive randomization. In short, 
the study may need to be substantially larger, and this approach may per-
versely lead to more individuals in the trial getting the inferior treatment. 
Extensive considerations of this issue can be found elsewhere along with 
examples (23,24).

It may surprise some readers how heated the debates regarding methods for 
randomization can be among statisticians. Some refer to certain approaches 
as ‘proper’ (e.g. simple) randomization against others such as minimization 
which can be fully deterministic (i.e. the next allocation is certain given that 
the preceding allocations and characteristics in the minimization algorithm 
are known). Alternatively, others have strongly advocated for minimization 
even as the ‘platinum standard’ (25). Some would argue for simple randomi-
zation over more complex methods for a range of reasons (26).
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r m
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e b
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e l
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a t
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e r
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at
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 p
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e r

em
ai

ni
ng

 p
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 p
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e r
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re
ce

iv
e e

ith
er

 fi
rs

t-
​lin

e 
m

FO
LF

O
X

6 
pl

us
 b
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e p
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 b
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 d
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 d
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ra
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t c
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r l
oc

at
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r r
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 p
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e r
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 m
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ra
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ra
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e b
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>
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e i
nt

er
ve

nt
io

n 
gr

ou
p 

(I
) 

is 
gr

ea
te

r t
ha

n 
th
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r t
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e c
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e r
an

do
m

iz
at

io
n 

w
as

 b
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s d
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 p
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a t
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e r
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at
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On the face of it, it can be argued that simple randomization is entirely 
sufficient if implemented using a safe approach (e.g. the randomization 
schedule is not produced either in advance or on demand by someone who is 
recruiting or treating patients, and it is kept separate from these individuals). 
Nevertheless, the concern of being particularly ‘unlucky’ for a specific trial 
(with an extreme imbalance in the numbers in each group and their key char-
acteristics) tends to lead to some form of restricted randomization being used 
even though in terms of statistical precision the loss is very likely to be modest 
(26). For example, if we have a trial of 60 participants with a standard design, 
and using simple randomization and 1:1 allocation we have a 1 in 100 chance 
of imbalance in group sizes of 2:1. This results in a loss of only 6% statistical 
precision with a continuous primary outcome assuming equal variances and 
normally distributed data as is typically done in a standard analysis (e.g. t-​
test). More problematic for smaller trials is the potential inability to adjust the 
analysis reliably for baseline variables of interest and to carry out subgroup 
analyses where there is substantial imbalance in treatment group sizes. More 
important than strict numerical balance is imbalance in key prognostic fac-
tors at baseline which might casts some doubt upon the validity of findings. 
However, this can typically be addressed in the analysis though use of adjust-
ment (e.g. use of a regression model in the analysis). Multiple analyses might 
be needed, possibly leading some to cast doubt upon the interpretation if the 
results of these analyses disagree.

Choosing an appropriate randomization method

There are a number of possible randomization method options and therefore 
their appropriateness needs to be considered in light of what is known about 
the condition, the treatments to be evaluated, the setting in which the study is 
going to be conducted, and the study design to be used. A few general princi-
ples can be outlined:

Use of a restricted randomization method should be related to its potential 
impact upon statistical efficiency and predictability, and not an esoteric view 
of what is truly ‘random’. All computer-​generated allocation methods, strictly 
speaking, are pseudo-​random though some are much easier to make unpre-
dictable to external parties (and to the person producing the allocations). 
Even simple randomization can lack allocation concealment if not imple-
mented correctly. It is important to conceal as much as possible the specifics 
of the process by which the allocations are generated (and particularly the list 
of allocations if this is produced in advance). For example, in an RCT of two 
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ways to conduct breast cancer screening, the algorithm used to generate the 
allocations according to simple randomization was concealed to all but one 
investigator in order to maintain allocation concealment (27). Such an indi-
vidual should not be involved in recruitment or treatment of participants.

The smaller the number of individuals to be randomized, the greater the po-
tential need for restricted randomization as appropriate adjustment in the sta-
tistical analysis will be more difficult (26). The possibility of a very statistically 
inefficient imbalance in the numbers in each group is much more likely for 
small studies. In a study of, say, 60 compared to a trial of 1000, an imbalance 
of 2:1 in the group sizes will have a much greater impact upon statistical preci-
sion and analysis options (e.g. groups of 20 and 40 versus 333 and 667).

Controlling a factor in the randomization should generally only be consid-
ered if it is known to be prognostically related to outcome. Inclusion of factors 
which are not prognostically related is unnecessary, and if only weakly related, 
imbalance, even if severe, is unlikely to matter. For example, controlling for 
baseline blood pressure levels makes sense in a trial of drug treatments for 
hypertension. A larger study will be expected to have a smaller magnitude of 
imbalances between baseline factors (including those which are prognostic). 
However, it is worth noting that a larger study per se is not protective against 
the adverse effect of covariate imbalance in terms of testing for a difference in 
the statistical analysis (13). The most noteworthy exception to the principle 
presented of controlling only for factors believed to be prognostically related 
is study centre, which is often controlled for in the randomization. The centre 
a participant belongs to can indicate a wide range of factors which together we 
might wish to control for various reasons (not only if we believe there to be a 
direct prognostic influence on the primary outcome).

The number of factors controlled for, if any, should be kept to a minimum. 
Each factor included in the randomization method (e.g. either by stratifying 
on it or incorporating in minimization) increases the complexity of the ran-
domization process. This increases the likelihood of errors either in the gen-
eration of the allocations or in providing the correct information (25,28,29). 
Furthermore each factor controlled for in the randomization method (e.g. 
used to stratify for) should preferably be adjusted for in the statistical analysis 
to maintain appropriate statistical precision.

The allocation methods will need to be implemented in a suitable way to de-
liver the allocation as and when needed. Only factors for which the value will 
be readily available at the intended time of randomization can be accounted 
for. Treatments related to surgery are an interesting special case where ran-
domization would ideally often occur immediately preceding or even during 
surgery. Nevertheless, for practical reasons, and due to the management of 



70  An Introduction to Clinical Trials

patient care, the preferred approach may not be possible. The point at which 
randomization is to take place will often impact what clinical information is 
routinely available. Additional data may need to be collected as part of the 
clinical trial, or some options may not be practical to implement even if the 
data could in theory be available. For example, the final surgical assessment of 
patient suitability and the extent of disease are often made during surgery as 
preoperative physical assessments and imaging have limitations. Prior to the 
operation a preliminary assessment which leads to the decision to operate and 
conduct a specific procedure is taken, but this is confirmed once the operation 
has begun. Therefore, randomization prior to the operation which is conven-
ient for various practical reasons (including preparing the equipment, patient 
consent, etc.) would mean the final assessment of disease status cannot then 
be controlled for in the randomization method.

Generating the allocation sequence

In this section we will consider in turn some of the more commonly used al-
location methods (simple, stratified with random permuted blocks, and min-
imization). For ease of presentation, we will consider only a two-​arm RCT 
in which participants receive a randomly even (1:1) allocation to one of two 
treatments, the intervention (I) or the control (C).

Simple randomization: this could in theory be implemented for even (1:1) 
allocation by tossing a coin. However, the early 20th century RCTs predating 
the computer age often used a preprepared sequence of random numbers 
to generate the random sequence of treatment allocations. Figure 3.3 gives 
an example of how a table of random numbers varying from 0 to 9 can be 
used to divide the participants into two groups, which we would expect to be 
roughly evenly sized. The simple rule of using odd numbers for the interven-
tion treatment (I) and even numbers for allocation to the control group (C) is 
used and applied to the participants. More commonly today, the sequence 
is generated from random numbers using a computer rather than by hand 
using random number tables (38). This could all be done in advance, that 
is, a sufficiently long list with a sequence of allocations is computer gener-
ated at the outset, or at the time of randomization the next allocation could 
be generated. How difficult the generation of the next allocation is and how 
far in advance, if at all, the sequence can be produced depend upon the ran-
domization method used. For simple randomization and random permuted 
block allocation the list can be generated in advance as shown in Figure 3.3. 
Where the sequence is generated in advance, a check can be carried out on 

 

.



Randomized controlled trials  71

the relative size of the allocation groups. We could choose to reject sequences 
with extreme imbalances under simple randomisation. However, excluding 
sequences generated in this way is akin to using a form of restricted random-
ization even if the list was originally generated without any restriction. The 
published literature suggests some form of selecting sequences is routinely 
done in practice where ‘simple’ randomisation has been used. It would be 
better to do such selecting in a formal way so that we can understand the 
implications. A similar but more formal approach would be to randomise 
the order of a fixed number of intervention and control treatments to be allo-
cated to participants (e.g. for a trial of 100 participants, a sequence contain-
ing 50 interventions and 50 controls in a random order could be generated). 
As long as the target is reached the groups will be similarly sized. There is 
also a class of randomization methods which directly impose a minimal level 
of restriction to ensure the imbalance in group sizes at any point in the se-
quence is below a certain size; these are called maximally tolerated imbalance 
methods (39). However, these methods are more complex to implement, and 
we do not consider these any further here. The simplest approach to main-
taining balance in the group sizes throughout the sequence is to use random 
permuted block allocation. Under this approach we just need to ensure we 
allocate in set of allocations (blocks) which have an even (for a 1:1 allocation) 
number of allocations to the two groups. A check of a sequence generated 
under block randomisation would then be solely for the purpose of ensuring 
the block randomisation was carried out appropriately. We will see how this 

Simple randomization using a list of
random numbers (0–9)

Odd numbers
converted to
intervention
treatment
allocation (I);
Even (including
0) numbers
converted to
control
allocation (C)

Applied to
participants
as recruited

Random numbers
1 4 9 2

2 5 3 2

4 6 8 3

5 7 2 2

9

etc.

0 1 4

. . .

. . . .

I C I C

C I I C 1

2

3

4

5

6

7

8

9

10

etc.

Intervention (I)

Control (C)

Intervention (I)

Control (C)

Control (C)

Intervention (I)

Intervention (I)

Control (C)

Control (C)

Control (C)

etc.

C C C I

I I C C

I

etc.

C 1 C

. . .

. . . .

Randomization list Participant Allocation

Figure 3.3  Simple randomization using a random number table.
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works as we consider stratification, as this approach is usually used to imple-
ment stratified randomization.

Stratification (with random permuted blocks): the use of stratification is il-
lustrated in Figure 3.4 where stratification on the basis of one factor, biological 
sex (male or female), is used. Using random permuted blocks this equates to 
having two separate randomization lists generated using random permuted 
blocks, one for men and one for women. The next unused allocation is taken 
according to the sex of the participant. In this example we show only 12 par-
ticipants being randomly allocated which would be a very small clinical trial. 
Three points are worth noting. First, the number used from each list is de-
pendent upon the sex split of the participants. Here there are four men and 
eight women, therefore we used the corresponding number of allocations 
from the prepared list for men and women (as shown in bold). Second, the 
final list also depends upon the order of the participants turning up. If the 
same 12 participants turned up but in a different order, the sequence would be 
shuffled accordingly; however, the same 12 allocations would be used. Third, 
as we have completed the blocks (in the figure each line represents a block) 
the final allocations are neatly balanced, that is, we have the same number of 
men and women in treatment groups A and B. However, this will often not 
be the case, and we can have a noticeable difference in the overall number of 

Stratified randomization

Allocation sequence varies by
sex

Participant

1

2

3

4

5

6

7

8

9

10

11

12

1

2

3

4

5

6

7

8

9

10

11
12

Intervention (I)

Intervention (I)

Intervention (I)

Intervention (I)

Intervention (I)

Intervention (I)

Control (C)

Control (C)

Control (C)

Control (C)

Control (C)

Control (C)

M

F Men

Women

I C I C

I C C I
I I C C

C I I C
I I C C

I C I C

F

M

F

F

F

F

F

F

M

M

Sex

Participant Allocation

Figure 3.4  Stratified randomization example. 
Note: this example uses a fixed block size of four. However, blocks can be of any size, and 
varying the block size is often used to further obscure future allocations (i.e. maintain 
allocation concealment).
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individuals allocated to each treatment group. This depends upon how many 
individuals have been randomized, the stratification factors being used, the 
stratification characteristics of the randomized participants, and the size of 
the blocks within the strata combination. The greater the number of stratifi-
cation factors and levels within, the higher this imbalance can be (though this 
will typically still be very modest compared to the overall size of the study).

Minimization: this method proceeds in a similar manner to stratification 
but instead of having a separate list for each combination of factor levels, like 
stratification does, the characteristics of the previously randomized partici-
pants are used to determine the allocation of the next participant, which would 
lead to the least (i.e. minimizing) imbalance with regard to these factors. There 
are various forms of minimization that have been proposed (and some sim-
ilar, arguably statistically more desirable, but also more complex methods). 
However, the method by Taves appears to be the most commonly used one 
(25). We illustrate using the example above but instead of controlling only for 
biological sex we also control for age as well with two age groups (50 years 
and above or under 50 years old). Table 3.3 shows the calculations for par-
ticipants 1–​12 in a hypothetical trial. For at least the first allocation, and any 
subsequent ones where there is a tie, the randomization is made with simple 
randomization (indicated with ‘(random)’ in the final allocation column). If 
we consider the third patient to be allocated, we can see that they are female 
and in the 50 years old or over age group. Of the previous allocations only one 
was a woman and only one was in the same age group (in this case the same 
patient, no. 2) who was allocated to group B. Therefore, the total for group A is 
0 but the total for group B is 2. This means that the allocation according to 
minimization is group A. Of the 12 patients allocated happily we end up with 
six allocated to group A and six allocated to group B. By sex we have two men 
and four women in each group, and by age we have two in each group who are 
under 50 years old and four in each group who are 50 years or older.

Delivering the treatment allocations

We now consider how we can deliver the treatment allocations when running 
our RCT. There are three common ways in which the randomized allocation 
can be delivered: (i) use of an instantaneous allocation method by the recruiter 
(e.g. pre-​prepared envelopes), (ii) allocation conducted at a separate location 
and communicated to the centre (e.g. at the trial office, see Chapter 8), and 
(iii) use of an individual or group within the centre where the trial is running 
to provide the allocation when needed (e.g. a member of pharmacy staff in 
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a hospital). With each of these approaches different methods can be used to 
produce and communicate the allocation to the relevant individual at the site.

Simple randomization (1:1) could be performed when needed, for ex-
ample, by a coin-​toss. This requires only the coin to be available to the person 
requiring the allocation and is very convenient and has been used. In the re-
cent past a designated ‘on-​call’ randomizer was used in some trials to pro-
vide an out-​of-​hours randomization service (so as to avoid such a problem). 
Fortunately, with advances in technology and the explosion of internet access 
and mobile phones, automated randomization systems with options of tele-
phone or webpage access can make randomization readily available whenever 
needed (24 hours a day, 365 days a year). In choosing the mode of delivery 
there are a number of considerations. First, it must work with our chosen ran-
domization method, for example, we cannot use a simple list of sealed enve-
lopes as our method of delivery if we wish to use minimization as the next 

Table 3.3  Minimization example

Patient Sex Age 
(years)

Total with 
similar 
characteristics 
in intervention 
group =​ no. in 
sex group +​ no. 
in age group

Total with 
similar 
characteristics 
in control 
group =​ no. in 
sex group +​ no. 
in age group

Allocation 
which will 
minimize 
imbalance

Final 
allocation

1 M 37 0 +​ 0 =​ 0 0 +​ 0 =​ 0 Tie Intervention 
(random)

2 F 72 0 +​ 0 =​ 0 0 +​ 0 =​ 0 Tie Control 
(random)

3 F 51 0 +​ 0 =​ 0 1 +​ 1 =​ 2 Intervention Intervention
4 M 60 1 +​ 1 =​ 2 0 +​ 1 =​ 1 Control Control
5 F 78 1 +​ 1 =​ 2 1 +​ 2 =​ 3 Intervention Intervention
6 F 47 2 +​ 1 =​ 3 1 +​ 0 =​ 1 Control Control
7 F 66 2 +​ 2 =​ 4 2 +​ 2 =​ 4 Tie Control 

(random)
8 M 61 1 +​ 2 =​ 3 1 +​ 3 =​ 4 Intervention Intervention
9 F 55 2 +​ 3 =​ 5 3 +​ 3 =​ 6 Intervention Intervention

10 F 69 3 +​ 4 =​ 7 3 +​ 3 =​ 6 Control Control
11 M 45 2 +​ 1 =​ 3 1 +​ 1 =​ 2 Control Control
12 F 37 3 +​ 1 =​ 4 4 +​ 2 =​ 6 Intervention Intervention

Note: the allocation suggested by the minimization algorithm is given as well as the final allocation pro-
vided. The text ‘(random)’ in the final allocation column indicates that the allocation was based upon a 
simple randomization to determine which group to allocate to. This was used where the minimization algo-
rithm produced a ‘Tie’ (i.e. the tally for the two treatment groups were the same).
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allocation is dependent upon the characteristics of the patients allocated so 
far. Second, methods which enable tracking of the allocations and therefore 
assessment of potential misuse are to be preferred. Use of a coin, drawing lots, 
and so on can be repeated without any record until the desired allocation is 
produced (or perhaps not even done in the first place). In contrast, computer 
automated systems can log when the randomization was conducted, or at least 
attempted. Relevant details can be collected at the time of randomization (e.g. 
stratification factor levels), and who requested the allocation can also be re-
corded. Third, we wish to use an approach which prevents knowledge of future 
allocations as this might facilitate the undermining of the allocation via selec-
tive recruitment to the study. The key point here is not so much which method 
is used but that the recruiter and those who treat patients do not have access 
to the allocations before they are assigned to a participant. Randomization 
and storage of allocations by an external party, whether a statistician at a trial 
office or through the use of an automated and secure randomization system, 
is highly desirable. Fourth, we want randomization to be possible whenever 
needed. Therefore, automated, computerized systems which are available 24 
hours a day, 7 days a week without requiring a third party to be available are 
the optimal approach, particularly for studies running across multiple sites. If 
the low-​tech option of a set of envelopes each with an allocation inside them 
is to be used, a couple of precautions are needed: (i) the envelopes need to be 
sealed and opaque so that the future allocations cannot be readily known and 
(ii) they should also be sequentially numbered so that any breaks in the order 
can be detected.

Why are all clinical trials not randomized   
controlled trials?

Given the discussion above, it might be taken for granted that all clinical 
trials should be RCTs. Indeed, as noted earlier, so strong was this view that 
some authors have used the terms clinical trial, controlled clinical trial, and 
RCT fairly interchangeably as a ‘proper’ clinical trial will have a control and 
the most appropriate control is a randomized one (2). Nevertheless, many 
clinical trials are not RCTs. Outside of the regulatory environment, there are 
many studies which are in essence a clinical trial, and purport to address a 
research question about the choice of treatments, but do not use an RCT de-
sign. Much can be said about this issue, but we restrict the focus here to a 
short summary of common reasons why randomization may not be used. 
First, randomization may be unnecessary as the objective can be achieved 
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without it. For example, dose escalation or a very preliminary safety assess-
ment can be made only on the treated participants. Randomization is needed 
for comparative assessment but that could come in later studies. Second, and 
for evaluations of non-​drug treatments such as surgery, it can be viewed as 
‘too early’ to assess with an RCT as the treatment may still be undergoing re-
finement, or expertise with it may be being gained (5). Third, an RCT might 
be viewed as ‘unethical’ in a particular scenario. Randomization is predi-
cated upon sufficient uncertainty in the benefits and risks of the treatments 
to which participants are to be randomized. Where that is the case, it might 
even be argued randomization is more ethical as everyone will have a chance 
of receiving the optimal treatment. However, if this uncertainty is lacking, 
whether among potential participants, or health professionals, it cannot pro-
ceed even if desired. Some go so far as to question whether such ‘equipoise’ 
about the treatments can ever truly exist though strong counter arguments to 
this point have been made. The concept of clinical (or community) equipoise 
has been proposed to describe the corporate level, and to clarify how a health 
professional might participate even when they have a preference or belief in 
which treatment works best (40). Nevertheless, it certainly appears to be true 
that addressing specific research questions with an RCT, at times, may not 
be appropriate given what is already known. It is worth noting this judge-
ment could change over time, both in favour of, and against, conducting an 
RCT. Fourth, randomization may not be feasible to address some research 
questions, even some related to the evaluation of specific treatments. Use of 
randomization leads to increased regulatory burden and requires greater re-
sources to deliver. This cost (monetary or personnel capacity related) may 
be prohibitive. Alternatively, while we might in principle view the RCT as 
appropriate, there may not be sufficient acceptance in practice to conduct 
it. This could be because the burden of conducting the trial is felt to be too 
onerous (e.g. alongside clinical commitments or the demand upon patients 
is substantial). Then again, it might be the case that the allocation options in 
the randomization are not ones that a sufficient number of individuals will 
consent to in a reasonable time period. For example, the allocated treatments 
may differ greatly in a way which attracts and repels individuals (e.g. surgery 
versus oral drug treatment for a chronic condition such as severe osteoar-
thritis). Alternatively, it may not be possible to carry out a large enough RCT 
to evaluate some outcomes of interest (e.g. very rare safety events). Therefore 
for scientific, ethical and practical reasons, a RCT design may well not be the 
most appropriate design for some situations even when the overarching pur-
pose is the evaluation of a treatment.
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Summary

RCTs are the preferred design for a clinical trial which seeks to compare the 
outcome between treatments. Randomization naturally leads to a number of 
related features of good scientific practice which together facilitate a compar-
ison which allows for quantification of the treatment effect. Like all studies, 
RCTs can be susceptible to bias and need to be designed and conducted care-
fully. Randomization can be carried out in a number of different ways. The 
choice of randomization method requires careful consideration of the setting 
and current knowledge about the condition of interest and how the random 
allocations will be generated and delivered in practice.
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4
Alternative randomized controlled trial 
designs

[O]‌ne of America’s brightest up-​coming researchers was very frank, 
‘Bill,’ she said, ‘your trials are so boring!’

William Silverman, 2004 (1)

Why use an alternative trial design?

In Chapter 3 we considered implicitly what might be called the standard RCT 
design. More formally we might describe it as a two-​arm parallel group trial 
(Figure 4.1). Along with this design we typically are also conducting a trial 
which is ‘definitive’ in the sense that it seeks to provide an actionable finding 
without resort to further studies or evidence. Whether or not a single clinical 
trial is typically sufficient to achieve this is an interesting area for considera-
tion but the key point here is that the study seeks to provide an answer which 
could be acted upon. In the language of study design this study might also be 

Standard RCT

•  Features

Trial participants

Randomization

I C

Outcome
compared

•  Type of trial

°  Participants randomly
    allocated to one of two
    treatments

°  Fixed allocation ratio (typically
    even, i.e. 50/ 50 chance)

°  A single follow-up period
    identical in both arms

°  Definitive study

°  Typically superiority question

°  Two-arm individually randomised
    parallel group design

Figure 4.1  Standard RCT design.
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described as a phase 3 clinical trial. Some phase 2 clinical trials might also be 
considered somewhat definitive in the sense they confirm whether to proceed 
to a phase 3 clinical trial. Nevertheless, their clinical efficacy findings are con-
sidered provisional or preliminary, and in need of further confirmation in a 
phase 3 clinical trial. Note that there are a range of study designs under some-
what loose terms of feasibility and pilot studies which are not considered here. 
The use of some of the alternative designs covered in this chapter might form 
part of such a ‘feasibility’ assessment given the corresponding implications.

There are many variations on the standard RCT design which still involve 
randomization of treatments or other interventions. In this chapter we will 
consider some of the ways in which the design might be altered and some of 
the more common randomized trial designs. It is useful to consider why we 
might choose something other than the standard design. This is particularly 
important given it has been widely used and it is challenging enough to con-
duct any RCT as we will discuss further in Chapters 6–​8. There are three main 
reasons why an alternative design might be chosen:

	 1.	 An alternative trial design might enable more than one research ques-
tion to be addressed. As we saw in Chapter 2, there is a clear (or at least 
should be) link between the primary objective of a study and the design. 
The primary objective should in turn reflect the key research question 
which prompted the study. In some cases we may be able to address mul-
tiple related research questions in the same study if we alter the design. 
We clearly do not want to do this in a way which compromises how well 
we address the main research question of interest. However, if we can do 
so why should we not answer additional questions? Given that all clin-
ical trials, and RCTs in particular, are very expensive, time-​consuming, 
and demanding to conduct, if we could get more out of a single study it 
is certainly worth considering. Related to this, we may have two research 
questions which are equally relevant and a study answering either will 
not be sufficient to progress understanding substantially. Or put another 
way, there may be two relevant parts of a single overall question. For ex-
ample, perhaps we have a new drug but two plausible dose levels with 
no apparent difference in safety even after previous early phase clinical 
trials. We clearly wish to know if the drug works, so it would intuitively 
be sensible to compare use of the drug against either the current clinical 
standard (which might be no treatment) or preferably (at least from a 
perspective of minimizing bias), a placebo control. However, we do not 
know which dose to select as there is a presumed trade-​off between effi-
cacy and the risk of adverse events. A design that allows us to deal with 
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the two possible dose levels without having to opt for one a priori as well 
as allowing a comparison against a control would be attractive.

	 2.	 An alternative design may be more efficient in some way. For example, 
it may require fewer participants to be recruited, it could be cheaper to 
run, or may be completed more quickly (e.g. as the sample size will be 
much lower). Any of these reasons on their own could justify the use of 
an alternative trial design.

	 3.	 In some circumstances the standard trial may not be practical or con-
sidered ethical which requires us to consider alternative designs. If there 
are three well-​established treatment options, restricting treatment to 
two of these is difficult in terms of recruitment but arguably more funda-
mentally in terms of ethics. Alternatively, some element of the standard 
design when applied to the specific research question of interest, or the 
context in which the clinical trial will be conducted, may be very difficult 
to implement.

The standard design implies a number of things are possible which may not 
work for a specific context. The key one is that it requires recruitment of indi-
viduals and the ability to modify the treatment received by each individual. 
For some interventions which are already in clinical use, particularly, non-​
drug ones, it may be very difficult to achieve such control over the delivery in 
this way in a research study. For example, an education programme aimed at 
improving the prescribing of family doctors would naturally be applied to the 
family doctor, not the patient. It is therefore difficult, if not implausible, to ex-
pect the doctor to apply or not apply the training they have received depending 
upon an allocation given for the individual patient. Some interventions in the 
public health sphere may most naturally apply to a community or a geograph-
ical area, such as fluorination of water supply. It is not practical to vary this be-
tween households if they share the same water supply. Therefore, for a variety 
of reasons we may be forced to consider other designs as the standard one may 
be very difficult to implement.

A plethora of options

There are a very large, and ever-​increasing, number of clinical trial designs. It 
is well beyond the scope of this book to cover even a substantial proportion of 
them in any detail, let alone all of them. For those uncomfortable with extensive 
mathematics this should come as a relief, as many differ in fairly subtle ways 
which require substantive consideration of the statistical aspects. This chapter 
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will cover some of the more common ways in which trial designs can be altered 
from the standard RCT design. In turn, the following modifications will be con-
sidered: (i) varying the randomization options, (ii) varying what is randomized, 
(iii) using adaptive designs, and (iv) supra-​trial designs. These are all summa-
rized and considered relatively briefly but references to allow them and related 
topics to be studied in more detail have been provided for the interested reader.

Varying the randomization options

Multi-​arm trial design

The most obvious and natural extension from a standard trial design is to 
have more than two randomization options (i.e. an RCT with more than two 
arms). Such a design is called a multi-​arm trial. Moving from two to even just 
three treatment arms, surprisingly, can substantially increase the complexity 
in terms of design, conduct, analysis, and interpretation. A recent example is 
a trial treating patients with chronic rhinosinusitis who can undergo various 
treatments typically starting with intranasal medication (e.g. corticosteroid 
and saline irrigation) (2). Where symptoms are persistent and substantial, fur-
ther treatments with antibiotics or nasal surgery are considerations. One op-
tion here would be to compare antibiotics and surgery in a two-​arm (standard 
design) trial though the evidence for the use of both is uncertain. Therefore, 
a natural study to run would be one with a third treatment group (standard 
care, i.e. without the antibiotic or surgery). This latter treatment group could 
take different forms, for example, it could be standard care such as continua-
tion of current treatment without an additional treatment, or continuation of 
current treatment with a placebo control. Either way, a three-​arm trial could 
be seen as a much better (and valuable) study than a single two-​arm trial and 
perhaps even better than two separate two-​arm trials which may well differ 
in populations and important ways which can inhibit generalization (2). By 
including this third arm, participants are faced with a study where they might 
receive three quite different treatment options. The appropriate intervention 
and follow-​up period similarly require careful thought.

As well as the practical impact for running the study, and patient and health 
professional participation, the increase in the number of trial arms from two 
makes a variety of statistical comparisons possible. In fact, we have seven pos-
sible ways to analyse the data from just three treatment groups. The possible 
options are shown in Figure 4.2 where we have intervention 1 (I1), interven-
tion 2 (I2), and control treatment (C) groups. As the number of arms increase, 
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the potential number of comparisons that can be made escalates quickly (for 
four arms we have 30 different possibilities). These are again shown in Figure 
4.2 which shows the options for four treatments—​intervention 1 (I1), inter-
vention 2 (I2), intervention 3 (I3), and control treatment (C) groups. These 
comparison options relate to different, sometimes only subtly so, research 
questions. The main types of questions are (i) is there any difference between 
the groups (e.g. a comparison of all the groups simultaneously of which there 
is always only one such comparison); (ii) is there a difference between pairs of 
treatments (there are three ways to do this for a three-​arm trial), and (iii) does 

Two-arm trial

Three-arm trial

Only 1 possible
comparison

7 possible
comparisons

One group vs
anotherI1  vs  I2

I1  vs  I2
I1  vs  C
I2  vs  C

I1+I2  vs  C
I1+C  vs  I2
I2+C  vs  I1

I1  vs  I2  vs C

One group vs
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Figure 4.2  Possible statistical comparisons for two-​, three-​, and four-​arm trials.
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one group differ from a combined group of the other groups (there are three 
ways to do this for a three-​arm trial)? It is highly unlikely that we would be 
interested in all of these comparisons equally. Some are naturally secondary 
questions or related to others when the specific treatments to be evaluated are 
considered. While the comparison of all groups (e.g. I1 versus I2 versus con-
trol for a three-​arm trial design) simultaneously may seem the most natural 
main comparison, it is not a sufficient place for the statistical analysis to finish. 
The reason for this is while identifying that all three treatments are not the 
same would be interesting (if we do observe this), it naturally begs the ques-
tion which treatments differ from which, and by how much? Alternatively, if 
no difference overall is clearly identified, some quantification of the uncer-
tain is needed and this will require further (pairwise) comparisons. Beyond 
the complexity of interpretation thrown up by multiple results we also have 
an underlying statistical concern to address. We need to limit our potential 
for misleading findings due to random chance. The more comparisons we do, 
the more likely we will observe chance findings. Both the appearance of dif-
ferences when they do not truly exist, and also the occurrence of spuriously 
inconsistent findings are possible. Such a concern underlies two common 
steps in designing a clinical trial: (i) the choice of a primary outcome, and (ii) 
the determination of the sample size calculation based upon the primary out-
come (see Chapters 2 and 5).

The key step in planning a multi-​arm trial is to carefully consider the com-
parison options and their relative importance. It is critical that both the key 
research question and the primary objective of the study are kept in mind. 
No right answer exists and each situation needs to be considered in its own 
right. The value of comparing each treatment group depends upon our belief 
about how different each treatment group is. In the earlier rhinosinusitis ex-
ample, all three treatment groups reflect quite distinct treatment options and 
therefore there is no a priori reason to expect some findings to be related. In 
contrast, if we have a six-​arm trial where five arms have different dose regi-
mens for the same active agent, and the other treatment aim is a placebo con-
trol, we are in a very different situation. In particular, it would be surprising if 
only one dose regimen were to be effective. Comparing all five dose regimens 
individually against the placebo control would substantially increase the po-
tential for a chance finding (as we have five results). The analysis approach we 
adopt should match expectations about how the drug might work. An obvious 
approach would be to compare a combined group of all five dose regimens 
against the placebo group. A secondary comparison could explore differences 
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between dose levels to ascertain a dose–​response effect. This approach implies 
we think we roughly have the doses right but we are not sure which is optimal. 
This might be due to uncertainty about safety rather than the sufficiency of the 
dose levels to induce an effect in the primary outcome (should the drug ac-
tually work). The analysis strategy could be altered according to views on the 
potential dose levels (based upon, say, phase 1 and 2 clinical trials), and the 
sample size of the relative groups could be varied accordingly.

A potential benefit of multi-​arm trials is the potential for more efficient 
trial designs. In this context ‘efficiency’ can mean various things (e.g. statis-
tical efficiency). Crudely put, efficiency in trial design might be thought of as 
related to the number of participants needed overall, and the corresponding 
cost to run the trial. Two interesting variations of multi-​arm trials are of 
particular note. First, a special type of multi-​arm trial is called a factorial 
trial. In a factorial trial, the individual treatments and combinations of them 
are included as the randomization options. The treatments to be compared 
need to be combinable with each other and are referred to as ‘factors’ in this 
context; hence the name ‘factorial trial’ for RCTs with this type of design. 
For example, six interventions (all with only two levels, i.e. you receive it or 
you do not) to reduce nausea and vomiting after surgery were compared in a 
single RCT using a factorial design. This study allocated participants to one 
of the 64 (i.e. 26) possible combinations of the treatment factors(3). The de-
sign is efficient in that the sample size required is reduced compared to six 
separate trials, one for each intervention, if the factors (interventions) are 
thought to work independently. Under this scenario the impact of each in-
tervention can be analysed separately as if the study is only looking at the re-
spective factor. This is done by separating the participants into two groups, 
those who receive and those who do not receive the respective interven-
tion. In the aforementioned example, the data can be analysed as if there 
were six separate trials, one for each factor (4 mg of ondansetron or none, 
4 mg of dexamethasone or none, 1.25 mg of droperidol or none, propofol 
or a volatile anaesthetic, nitrogen or nitrous oxide, and remifentanil or fen-
tanyl). However, if the factors do not work independently the interpretation 
is complication, and the analysis should really default to that of a typical 
multi-​arm design (as a combination acts like different treatment options). 
As the number of combinations can get very large quickly, and some may be 
more challenging to deliver than others, sometimes only a subset of com-
binations will be allowed. A trial with this set-​up is referred to as a partial 
factorial trial.
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Second, a multi-​arm design also allows for the potential of multiple 
assessments and therefore the potential to vary the treatments under eval-
uation during the course of running the study. Such an approach naturally 
facilitates adaptive designs which we will consider later in this chapter. 
Adoption of either of these special cases (factorial or adaptive multi-​arm 
designs) has implications for the sample size, conduct, and analysis of the 
study (4,5).

Varying what is randomized

Under an alternative trial design we can vary what is randomized. Typically 
in clinical trials we are randomizing individuals to receive a particular treat-
ment, and that individual is usually, though not always, a patient. However, 
this does not need to be the case and different trial designs have been pro-
posed which randomize different units. Broadly, these fall into four options 
regarding what is randomized:

	 •	 Parts of the body (e.g. the left knee to the intervention, the right knee to 
the control).

	 •	 Sequential periods of different treatments on the same individual (e.g. 
treatment with the intervention drug followed by treatment with the con-
trol drug or vice versa).

	 •	 Receipt of a single treatment (e.g. intervention drug versus control drug 
as per a standard RCT design), or

	 •	 Randomizing groups of individuals to a treatment (e.g. all the patients 
under the care of the same family doctor receive either the intervention or 
the control).

Table 4.1 gives a summary of the options and a corresponding trial design 
with an example trial which uses this design. For all of these designs it is pos-
sible (in principle) to vary the number of treatment arms and indeed combine 
elements. Mostly these designs are utilized with only two treatment groups. 
However, there is nothing in principle precluding the use of multi-​arms in 
combination with randomization of the different possible units. Indeed, some 
of these modifications can be used together (e.g. a cluster crossover design) 
(6). As each of the options leads to different alternative trial designs, we will 
briefly consider these in turn.
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Within-​person trial design

The within-​person design refers to studies where the random allocation of 
treatment is to multiple units (such as body parts or organs) per participant. 
In the example in Table 4.1, it is two knees per participant which are allocated 

Table 4.1  Different randomization options

Unit of 
randomization

Examples of unit Trial design Trial example

Part of the body to 
a single treatment

Knee, arm, leg, 
area of skin, eye, 
etc.

Within-​
person trial

Comparison of two surgical 
approaches (subvastus and 
midvastus) to carrying out a total 
knee arthroplasty (7) Participants 
with bilateral osteoarthritis 
were randomized to receive the 
subvastus operation on their right 
or left knee and the midvastus 
approach on the other knee

Sequential 
treatment periods 
on the same 
individual

A 12-​week 
treatment period

Crossover 
trial

Comparison of morphine 
or methadone maintenance 
programme for people dependent 
on opioids (8). Each participant was 
allocated to receive methadone oral 
solution for 11 weeks (1 adjustment 
plus 10 treatment weeks) followed 
by slow-​release oral morphine for 
the same period or vice versa. A 2 × 
2 crossover trial design

A single treatment 
received by an 
individual

Patient, healthy 
volunteer

Individually 
randomized 
parallel 
group trial 
(i.e. standard 
design when 
there are only 
two arms)

Comparison of pertuzumab, 
trastuzumab, and docetaxel 
versus placebo, trastuzumab, and 
docetaxel in patients with HER2-​
postive metastatic breast cancer (9)

Group of 
individuals 
(‘cluster’) who 
receive the same 
single treatment

Household, 
patients under 
care of a health 
professional, 
hospital, 
community

Cluster trial Comparison of bendiocarb indoor 
residual spraying or deltamethrin 
indoor residual spraying difference 
in terms of malaria control (10); 
24 geographical areas (minimum 
of 250 households) in central 
Malabo on Bioko Island, Equatorial 
Guinea, were allocated to receive 
bendiocarb or deltamethrin indoor 
residual spraying
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to one or the other of the two treatments under evaluation (in this case two 
surgical operations). Most commonly the within-​person design has been used 
to assess two treatments on limbs, or on organs which most people have two 
of, such as eyes. The design has been used to assess treatments upon organs 
(e.g. eyes), and other body parts (e.g. areas of skin). However, even where 
more than two units could be evaluated, often only two units per individual 
are used (e.g. in ‘spilt-​mouth’ designs in dentistry, instead of assessing indi-
vidual teeth the mouth is typically divided into two parts). This is presumably 
for simplicity of application and interpretation of findings. The main attrac-
tion of using a within-​person design is that it is statistically more efficient than 
a standard design (which in contrast is sometimes referred to as a ‘between-​
person’ design, reflecting the data used in the analysis). It is not difficult to 
understand why a within-​person trial design can be advantageous. In this de-
sign, the participant’s outcome after treatment of one unit is compared to the 
same participant’s outcome after treatment of another unit. The treatments 
are therefore compared using data from the same individual, thus removing 
variability due to differences between individuals (i.e. due to age, ethnicity, bi-
ological sex, genetics, social factors, etc.).

There are a number of key features about a within-​person design which 
should be noted. First, the treatments to be randomized need to be deliver-
able at the within-​person (i.e. unit) level. For example, eye drops can clearly 
be given to each eye individually and therefore each eye can be treated dif-
ferently. However, a systemic medicine given orally, such as an antibiotic for 
an eye infection like conjunctivitis, clearly cannot. Second, in addition to a 
treatment that can be delivered at the within-​person level, at least some key 
outcomes need to be assessable for the unit. Preferably the outcome of one 
unit is completely unaffected by the treatment of any other unit on the same 
person. Some outcomes may not be clearly assessable separately for each 
unit (e.g. mortality). For the knee surgery example, the two operations were 
conducted sequentially on different days with a gap of 8–​12 weeks between 
them. Some outcomes could clearly be assessed separately for each treatment 
(e.g. operation time, operative complications, and radiographic knee-​specific 
assessments). Others such as walking and generally mobility clearly cannot as 
the benefit of surgery on one knee influences the individual’s overall mobility. 
Most difficult to deal with are some outcomes which fall in a middle group 
where they can be assessed at the knee level (such as assessing postoperative 
pain for each knee) but the outcome will likely be influenced by the treatment 
of the other knee. The impact of one treatment upon another in this context 
has been described as a ‘carry-​across’ effect. This makes both interpretation 
and potentially the statistical analysis more difficult. An important distinction 
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should be made between studies where the within-​person units are treated 
concurrently or sequentially (as in the knee surgery example).

Third, the use of a within-​person design requires the sample size to be de-
termined in a way that takes into account the use of multiple outcomes per 
participant. These outcomes are no longer independent and thus this needs 
to be recognized accordingly. Where there are only two units per participant, 
these types of data are often referred to in statistical literature as ‘paired’ data. 
For a continuous outcome such data can be analysed with a paired t-​test and 
a corresponding sample size calculation should be used. Relative to a corre-
sponding standard design (e.g. same anticipated population, same outcome 
and target difference, etc.), the sample size is substantially reduced in a within-​
person design. Initially it might be thought the required sample size is one-​
half (for a within-​person study of two treatments with two units per person). 
In fact, it can be substantially less than this. How much so depends upon the 
degrees of similarity in outcome between sites within the same person. In the 
simplest case, the relationship between the sample size required in a within-​
person design with two units and a standard (1:1 parallel-​group) design can 
be estimated for a continuous outcome (making the assumption of normality) 
as follows:

	 N
N

within person
parallel group

−
−=

−( )1
2

ρ
	

where ρ is what is called the Pearson correlation between the outcome at the 
two units for each participant (11). This correlation varies between 0 and 1 
with a value of 0 indicating no relationship between outcomes for the same 
person (i.e. it is no more similar than random chance). A value of 1 indicates 
complete agreement in outcome (though not necessarily identical values). The 
greater this correlation, the greater the reduction in sample size needed for a 
within-​person trial. In Chapter 5 we will consider how to calculate sample size 
calculations for a standard trial design. To show the potential impact of the 
use of a within-​person design we use an example where the standard (parallel-​
group) design requires 100 participants overall (50 per group). If correlation 

for the outcome was relatively low (0.2), we can see that only 0.8 100
2

40
×

=  

participants (less than half) are required for the within-​person design. If the 

correlation were moderately high (0.5), only 0.5 100
2

25
×

=  participants are   

required (i.e. one-​quarter of the number of a corresponding parallel 
group trial). The same simple formula above works reasonably well as an 
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approximation for a binary outcome where the final estimated sample size 
(after the reduction for the within-​person design) is still a reasonable size 
(such as 50 or more). A more precise calculation can be produced based upon 
McNemar’s test (12).

Fourth, to correspond with the modified sample size, the statistical anal-
ysis should account for the similarity of outcomes for units within the same 
person. In the simplest case of two units per participant, a paired t-​test could 
be used for a continuous outcome, and for a binary outcome the paired differ-
ence in proportions could be calculated with an appropriate confidence in-
terval method (13). Where there are more than two units per person, more 
complex methods such as generalized estimating equations or multilevel 
models can be used (11). Time-​to-​event outcomes are more difficult to ana-
lyse as standard methods are not appropriate (14). Whatever the outcome of 
interest, the analysis may also need to consider the possibility of a carry-​across 
effect. Fifth, the reporting of such a trial is subtly different from a standard 
trial design and this will be considered further in Chapter 10.

Crossover trial design

In a crossover trial, instead of allocating participants to a single treatment and 
follow-​up period, they are allocated to a sequence of treatments with data col-
lected for each period in the sequence. In the simplest form, there are two 
treatments (intervention and control) and two time periods (a 2 × 2 crossover 
trial design). The possible allocations for this design are then simply IC and 
CI; that is, allocation to the intervention treatment during time period 1 and 
the control treatment during time period 2, or vice versa. Figure 4.3 shows 
visually the key difference between the standard design and a 2 × 2 cross-
over design. The letters indicate the treatments in the possible allocations and 
the arrows indicate the follow-​up. In the standard design, participants are 

Standard RCT
(two-arm parallell-group)

I C

First
period

Second
period

2 × × 2 Crossover RCT
( two treatments × two periods)

C
I

I
C

Figure 4.3  Standard versus crossover trial designs.
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allocated to I or C and do not change treatment. In the crossover trial, they 
are allocated to the sequence IC or CI. Such a design is sometimes referred 
to as the ‘AB/​BA’ crossover design given these only (two) possible treatment 
sequences (here we have used I and C instead of A and B for consistency with 
previous examples).

In the example given in Table 4.1, the allocation is to receive morphine for 
11 weeks followed by methadone for 11 weeks, or 11 weeks of methadone fol-
lowed by 11 weeks of morphine. Similar to a within-​person trial design, the 
key benefit is that each participant acts as their own control. However, the 
crossover trial differs from the within-​person design in that the whole person 
receives the same allocation. Additional treatments are always received se-
quentially. In the following discussion, it will generally be assumed that a 
comparison of only two treatments is in mind and that the two time-​period (2 
× 2) design is in mind though it should be noted there is no reason (other than 
simplicity) that such a design is used. There are potential advantages in terms 
of the sample size and statistical analysis from using more elaborate designs 
provided they can be implemented (15).

The key assumption of a crossover trial is the ability of the participant to 
return to, in essence, their original state prior to the commencement of the 
second (and any further) time period. If the outcome at the start of subse-
quent periods is affected by the treatment(s) which precedes it, this under-
mines the value of the design. Such an occurrence is called a ‘carry-​over’ 
effect. Accordingly, a crossover design tends to be used for relatively ‘stable’ 
and chronic conditions such as treatment for liver disease. It is an odd design 
to use when the main outcome of interest is a critical event (e.g. pregnancy 
when treating for infertility) which cannot realistically occur in multiple 
time period (16). To facilitate the return to a ‘typical’ state, it is common to 
have a ‘washout’ period, that is, a time gap between the formal time periods 
during which the treatments are given and the outcome is measured. This pe-
riod needs to be long enough for any effect of the preceding treatment’s effect 
to have waned. The term ‘washout’ come from the typical use of the design 
to compare two drug interventions. A washout period of 7–​14 days between 
treatment periods is common though the length will need to vary according 
to the treatments being evaluated. Interestingly, in the crossover trial of treat-
ment for people dependent on opioids described in Table 4.1, there was no 
gap between the treatments but instead there was a 1-​week period during 
which the treatment was received and for which outcome was not measured. 
Understandably, any absence of treatment was thought to likely lead to sub-
stantial withdrawal of participants from the study. The hope is that the status 
at the start of the second period can in essence be considered to be the same 
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as the original one when the participant entered the first treatment period 
study. If this is the case, we get multiple results from each participant with 
the additional benefit of having the result on the same set of individuals. This 
statistical efficiency is reflected in the sample size required in contrast to a 
corresponding parallel group trial. However, if the status of the second period 
is not the same as the first period, we have what is called a ‘period effect’. This 
complicates the statistical analysis and interpretation of findings.

Relative to a parallel group trial the efficiency gain of using a 2 × 2 cross-
over design for an outcome (making the typical assumption of normality for 
the outcome data) can be calculated using the same formula given above for a 
within-​person trial. The only difference is that here ρ represents the correlation 
between the outcome measured for the same person at the two time periods 
and not two units within a person. For example, a parallel group trial seek-
ing to detect a 10 mmHg difference in systolic blood pressure with 15 mmHg 
standard deviation with two-​sided significance level of 5% and 80% statistical 
power would require 74 (37 per group) participants. If the correlation between 
outcomes is assumed to be 0.5, then using a 2 × 2 crossover trial would lead 
a sample size one-​quarter of the size of the standard trial design. In this case 
this is just 19 participants. The reduction in the number of participants is very 
sensitive to the assumed correlation value. Were it to be as high as 0.8 then the 
sample size required is one-​tenth of that of a standard trial. It is worth noting 
that the variance of interest in the crossover trial is not the same as the par-
allel group trial. In the crossover trial we are interested in the within-​person 
variability whereas in a parallel group trial it is the between-​person variability. 
This latter quantity is much larger as it is calculated from measurements on dif-
ferent people rather than for two measurements on the same person. While in 
principle the above sample size adjustment for within-​person trials generally 
applies also to a binary outcome, it is not generally useful for crossover trials as 
these tend to have very small samples sizes (<30 participants) (17). A calcula-
tion based upon McNemar’s test is more appropriate for a binary outcome (12). 
Sample size calculations can become quite elaborate where greater numbers of 
treatment and time period are involved, particularly so if the evaluating period 
or carry-​over effect is of interest. More extensive consideration of the analysis 
of crossover trials is given elsewhere (15).

Another feature of a crossover trial is that they have multiple follow-​up 
periods and therefore will take longer to run (for the same length of follow-​
up) than a standard design. Accordingly, the crossover design tends to be used 
to assess for relatively short-​term outcomes (e.g. weeks rather than months 
or years). Related to the benefit of its efficiency is the more problematic na-
ture of any missing observation (as each observation contributes more data). 
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Unfortunately, if we do not have the result for a participant for one time pe-
riod, we cannot readily use their data. Therefore, the loss per piece of data is 
more problematic than a parallel group trial. The statistical analysis of a cross-
over trial can also be more complicated compared to a standard trial design. 
If there is a systematic difference between the treatment effect measured in 
the different time periods, the statistical analysis and interpretation is compli-
cated. There are two different broad possibilities that may occur. First, treat-
ment in later period(s) may differ systematically from the first period as noted 
above (‘period effect’). This could be due to individuals tending towards better 
or worse outcome over time (e.g. regression to the mean). Or another pos-
sibility is something external to the trial may have changed the underlying 
healthcare which in turn affects the outcome of patients in the later time 
period(s), for example, implementation of a new treatment protocol for all 
patients. Second, there could be a period-​by-​treatment interaction effect (i.e. 
the treatments work differently in the different period). This is the worst situ-
ation to be in. The most likely reason for this is that the effect of the treatment 
carries over into the subsequent period, a ‘carry-​over’ effect. However, it could 
be due to another cause other than a residual treatment effect from the pre-
vious time period. Unfortunately, the very efficiency of a crossover trial in its 
simplest form makes teasing out of these possibilities in the statistical analysis 
very difficult. A period effect, where the treatment effect under one period 
differs from the other (the first possibility we considered above), is a much 
more tractable problem (15,16). More complex crossover designs (e.g. three 
or more treatment periods per participant) can be used to allow exploration of 
such effects. However, this is at the cost of increasing complexity in study de-
livery, and the potential for a reduction in the length of follow-​up per period.

As with the within-​person design, statistical analysis approaches that 
take into account the paired nature of the data are needed. Simpler analysis 
options include paired t-​tests for a continuous outcome. Correspondingly, 
a McNemar test and confidence intervals for paired proportions or an odds 
ratio for a binary outcome could be used. The crossover design does not nat-
urally suit a time-​to-​event-​based analysis unless events can occur more than 
once, and therefore we do not consider this further.

Cluster trial

In a cluster randomized trial (hereafter simply called a cluster trial), a group of 
individuals are randomly allocated to receive a treatment instead of being allo-
cated individually (18). An example is shown in Figure 4.4 where six clusters 
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are allocated into either the intervention or the control group. The cluster trial 
design is more commonly used for non-​drug interventions; the design is not 
used in a regulatory drug evaluation setting.

The sample size required for a cluster trial, unlike a crossover or within-​
person design, will be larger than that required for a standard (parallel group) 
design trial. The relative difference can be approximated for a continuous or 
binary outcome using this formula:

	 1 1+ −( )n ICCcluster 	

where ncluster  is the average cluster size expected and ICC is the intracluster 
correlation. The ICC is a measure of how much of the overall variance can be 
attributed to the cluster an individual belongs to. This sample size adjustment 
presumes a statistical analysis which uses the individual participant’s data (as 
opposed to only using cluster level summaries). The size of the ICC will vary 
depending on a number of factors. Collections of ICC estimates calculated 
from previous studies have been produced to aid determination of appropriate 
sample sizes (19). Relatively small ICC values can lead to substantial increases 
in the sample size. For example, if the cluster size is 50, an ICC of only 0.02 will 
lead to almost a doubling of the sample size required. The magnitude of this 
loss can be offset by having more clusters of a smaller size. If we had a cluster 
size of only 10, then an ICC of only 0.11 would double the required sample. 
The ideal situation would be a cluster trial with large number of small clusters. 

Recruited clusters

Intervention Control

Randomization

Figure 4.4  Cluster randomized trial example with six clusters.
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However, typically there is limited flexibility around the number and size of 
clusters in practice (e.g. there are only a limited number of teaching hospitals 
in a country). Fortunately, as the cluster size increases, the ICC tends to de-
crease though it is quite possible a cluster trial is not a practical option for 
a specific research question due to the required sample size. There is a clear 
disadvantage in terms of the number of observations using a cluster trial, and 
the implications of this need careful consideration at the outset (20). Where 
the cluster size is anticipated to vary substantially, the sample size calculation 
can be adjusted accordingly to account for this, which leads to a (even) larger 
overall sample size (21).

Given this clear disadvantage in terms of the overall sample size, why would 
one use a cluster trial design? There are a number of possible reasons. A cluster 
randomized trial may be the only realistic way to deliver the study. A parallel 
group trial design requires manipulation of the treatment received between 
each participant. However, in many settings this is implausible, or at least bur-
densome. For example, if we are assessing a community level intervention, 
such as in our cluster randomization example in Table 4.1, the practicalities of 
varying application between households are very difficult to implement at the 
scale which is likely to be required to observe a sufficient number of events. An 
educational intervention which involves providing information to some within 
a cluster may lead to others receiving, even if in a somewhat lessor or diluted 
way, the intervention. For example, health professional-​focused educational 
interventions (e.g. prescribing of antibiotics) may lead to sharing of information 
between colleagues who work together. The potential for the intervention to be 
received by those for whom it is not intended has been referred to in this context 
as a ‘contamination’ effect. It has the potential to dilute any difference between 
the intervention and control groups. Other interventions may naturally involve 
a group and therefore naturally fit a cluster trial design. For example, one inter-
vention seeking to influence the prescribing practice of family doctors will im-
pact all of the relevant patients under the care of that doctor.

There are a number of key features of cluster trials to note:

	 1.	 As the cluster is to be randomized, the intervention and control need to 
be applicable to the whole of each cluster. An intervention like surgery 
will not typically work in this way given capacity constraints upon sur-
geons, operating theatres, and so on. That is before we consider whether 
any surgeons would be willing to accept such a loss of control over the 
treatment of patients. On the other hand, group therapy, IT-​based inter-
ventions, and public health interventions might more readily be imple-
mented in a cluster trial.
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	 2.	 The ethical considerations of a cluster trial are of a different nature from 
a standard trial (22). Typically, some permission to apply an interven-
tion to a cluster will be required (e.g. hospital management). However, 
this may be quite removed from those who receive the intervention or 
control (e.g. patients or healthcare professionals) and possibly also from 
whom the outcome data are collected for (e.g. patients). In some sce-
narios, consent of individual participants, and for the clusters involved is 
clearly necessary. In other scenarios, consent relating only to the clusters’ 
involvement may be sufficient. The nature of the intervention, the impli-
cations of the trial for the individuals within the clusters, and the data to 
be collected are key points to consider.

	 3.	 As the number of clusters available to randomize is typically quite small, 
and the size of the clusters usually vary, some form of restricted random-
ization is typically used to help ensure balance on key cluster charac-
teristics (e.g. size, and other factors strongly associated with outcome). 
Figure 4.4 shows the potential problem with only six clusters of unequal 
size leading to 16 and 18 individuals in the respective treatment groups. 
Had the allocation of clusters been different we could have had the two 
largest clusters in the sample group leading to a potential imbalance of 
20 and 14 individuals in the treatment groups. In the example malaria 
trial in Table 4.1, the clusters were geographical areas chosen to have 
similar numbers of households within them. The randomization of the 
clusters controlled for the baseline prevalence of the disease, the number 
of households with nets, the proportion wanting indoor residual spray-
ing, and the proportion who had used indoor residual spraying previ-
ously. All of these factors might reasonably predict the likelihood of a 
2–​14-​year-​old getting malaria.

	 4.	 Data collection also requires more careful consideration. In particular, 
care is needed to avoid bias when outcomes within clusters are collected. 
Those who contribute data in one cluster could differ somewhat from 
one another. In particular, cluster trials of interventions received at the 
individual level (e.g. physiotherapy given to individual patients where 
the hospital is allocated) are more susceptible to bias (23). If this occurs 
systematically between intervention and control groups it will lead to a 
bias in the observed effect. A related point is that the individuals within 
a cluster may change over time (e.g. patients are admitted or discharged 
from hospital during the follow-​up period). The collection of data can 
be more complex and may require more assessments over time, or more 
proactive systems.



Alternative randomized controlled trial designs  99

	 5.	 Lastly, cluster trials differ in terms of the statistical analysis. Unlike the 
previous trials there is no default level per se upon which to compare the 
intervention and control group data. We could compare data between 
the clusters, that is, what was randomized, and in some regards this is the 
obvious thing to do. However, we may be more interested in the outcome 
of the individuals within the clusters, and particularly so if the interven-
tion and control are applied at the individual level (e.g. physiotherapy). 
Both strategies are potentially viable. If we analyse at the cluster level, 
we can proceed with a standard trial analysis but with the clusters being 
the unit of analysis. The caveat is that each observation is a summary for 
the relevant cluster, and that the number of observations in the number 
of clusters could be very small. Alternatively, if we analyse the data at 
the individual level, we need to use statistical analysis methods which 
account for the cluster to which each individual belongs. This is needed 
in order to get an appropriate estimation of the variation and the corre-
sponding statistical uncertainty. Methods such as a multilevel or linear 
mixed model can be used to do this. Whichever approach is adopted our 
statistical analysis will need to be tailored accordingly to take into ac-
count the cluster design (24).

Adaptive versus fixed designs

The designs we have considered so far have been what might be termed as ‘fixed’ 
designs, that is, the study design is selected, the sample size required is deter-
mined, and the study is conducted according to the plan with the data analysed 
at the end of recruitment and follow-​up. Implicitly no substantive changes are 
anticipated during the conduct of the study. However, this ignores the accu-
mulating data which could help us refine the initial study design. Accordingly, 
designs which ‘adapt’ or are ‘flexible’ have been proposed which make use of 
available accumulating data in some way. A key point to note is that these are 
adaptive designs, that is, it is part of the design of the study (and addressed 
in the study protocol) from the outset that the design may adapt in this way. 
Furthermore, the type of adaptation, and, generally speaking, the rules by 
which we decide if such changes may take place, are determined in advance. 
Most notably, but by no means exclusively, such an adaptation will typically 
affect the trial’s planned sample size. There is no longer a single sample size 
number of interest but various possibilities reflecting different scenarios that 
might occur. Accordingly, the statistical analysis may well need to be altered 
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to include some formal statistical assessment to determine whether any adap-
tion should take place at some point during the running of the study. Any such 
changes will obviously also have an impact upon all aspects of the study, some 
adaptations more than others. The aim is to have a study design which can ad-
dress the uncertainty regarding one or more aspects of trial design in a way 
which may be more efficient and potentially provide more useful findings (5).

There are a very large number of potential aspects of a clinical trial which 
could be adapted as a trial progresses, but the more common aspects are as 
follows:

	 •	 Stopping the study early either for success or failure (in statistical terms 
due to ‘efficacy’ or ‘futility’ considerations respectively) (25).

	 •	 Altering the sample size (26).
	 •	 Changing the randomization treatment options (including the number 

and nature of the treatment options) (27).
	 •	 Identifying the most appropriate patients and altering eligibility (28).

These adaptations can all be applied to an individual clinical trial (e.g. any 
multi-​arm trial). However, they often they go hand in hand with the conduct 
of multiple studies together (a ‘supra-​trial designs’) which we will consider in 
more detail below. Either way the decision to make or not make a change to 
the ongoing trial is determined by the use in some way of interim data as part 
of a formal analysis. If well designed, any change, made according to the plan, 
will not undermine the validity of the study. This careful design is critical to 
ensure credibility of the findings and particularly where the trial may form 
part of a regulatory submission for approval of a drug for clinical use. As such, 
studies with adaptive designs tend to involve much more time spent prior to 
conduct focusing upon the statistical and practical implications of the design. 
Both the sample size and statistical analysis will need to be considered care-
fully to cover all the potential scenarios envisioned. In Chapter 7 we will con-
sider formal statistical interim analyses which are typically used to determine 
whether an adaption should be made to the trial design.

Conducting many trials within a single study   
(supra-​trial designs)

Often considered in conjunction with using an adaptive design, though 
strictly speaking a separate issue, is the use of a supra-​trial design. This is a 
study which in essence contains multiple clinical trials within it. Various 
names have been used for different forms of this approach including ‘platform’ 
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(29), ‘multi-​arm multi-​stage’ (MAMS) (27), ‘trials within cohorts’ (TWiCs) 
(30), and ‘basket’ and ‘umbrella’ trials (31) to describe variations on the same 
theme. The distinction between the designs indicated by these terms can be 
quite subtle; platform and TWiCs emphasize the underlying study system 
upon which the individual studies are conducted. MAMS refers to the use of 
a multi-​arm design with multiple stages at which the design of the study may 
change according to a planned analysis. A visual summary of the difference 
between basket, umbrella, and platform trials is given in Figure 4.5. Basket 
and umbrella designs refer to the inclusion of multiple diseases and multiple 
subpopulations respectively within a single study with a corresponding formal 
assessment of the treatment in conjunction with patient characteristics or bio-
markers (31). In the drug regulatory setting there are also so-​called seamless 
designs where are in essence two clinical trials run in the same study. For ex-
ample, a seamless phase 1/​2 trial design has been proposed where the phase 1 
proportion is conducted (using a standard 3 +​ 3 dose escalation design) and 

Basket trial

Platform trial

Umbrella trial

Multiple diseases Single diseaseCommon targeted
intervention(s)

Multiple targeted
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Targeted

Targeted
intervention 1
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Figure 4.5  Basket, umbrella, and platform trials (31).
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a phase 2 proportion using a selection design which seeks to identify the op-
timal dose according to both safety and efficacy (32). Different patients are 
recruited to the corresponding parts of the trial. The overall sample size and 
cost of running the study are potentially lower than if two separate clinical 
trials were conducted. Variations on this general approach exist though it is 
unclear how commonly seamless designs are used in practice.

Clearly, such supra-​trial designs as considered above will not be appro-
priate for all situations. It is worth emphasizing that some of these trials 
are massive undertakings to deliver. While the statistical aspects have re-
ceived the most attention within the scientific literature, the implications for 
trial management and coordination can be profound. Nevertheless, where 
used appropriately, they are very attractive and their use is becoming more 
common, though far from typical. In particular, the conduct of trials such as 
RECOVERY (Randomized Evaluation of Covid-​19 Therapy) in the UK (29) 
and ACTT (Adaptive Covid-​19 Treatment Trial) in the US (33) to address the 
treatment of COVID-​19 has particularly highlighted the value (and need) for 
adaptive trials in providing quick (compared to usual) and relevant clinically 
findings. A key driver of their success has been the coordination across trial 
groups and with funders, and the support of the medical community.

How to decide which design to use

Given the somewhat bewildering array of trial designs and minor variations 
which grows year by year, even the most seasoned researcher might feel some-
what daunted at choosing a trial design. A few broad considerations need to 
be borne in mind. First, there is no single ‘right’ design, a number will be likely 
be fine with varying pros and cons. Some designs will be wrong in this in-
stance for one or more reasons (such as timing, funding, interpretation, ex-
pertise required to deliver it, and impracticality of recruitment, among other 
considerations). Second, a trial that cannot be delivered is not a good one no 
matter how elegant its conception and statistical attributes. Implications of 
a design in terms of its running, timescale, and personnel need to be careful 
mulled over. Third, the standard design is the most common as it works, is 
relatively straightforward to apply, and has an obvious and clear interpreta-
tion. Some clear additional benefit should be required to move away from this 
design. Fourth, all trials are hard work to deliver, and place a burden upon 
participants. Therefore, the scope for improved efficiency, reduced burden 
on participants, and more relevant findings from using an alternative design 
should be carefully considered. Fifth, just as the tail should not wag the dog, 
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the design should not determine the research questions, nor the hierarchy of 
them. Some designs naturally lead to addressing a particular type of research 
question. The real research questions of interest need to be kept in mind as the 
various trial designs, and what they can provide, are considered.

Summary

A range of alternative clinical trial designs are available which might suit par-
ticular research questions and settings. They can enable multiple research 
questions to be answered in a single study, or may be more practical than a 
standard trial design to conduct. Randomization can also be carried out in 
a different way from a standard clinical trial design. Each alternative design 
has its own advantages and disadvantages which need to be considered before 
a specific design can be chosen to address the research questions of interest. 
Given how time-​consuming and expensive clinical trials are to carry out, the 
potential value of an alternative trial design should be considered. However, 
the corresponding impact upon trial conduct and related challenges need to 
be weighted up as well.
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5
Choosing the sample size for a   
clinical trial

In short, there is, and can be, no magic number for either clinician or 
statistician.

Bradford Hill, 1952 (1)

Choosing the sample size

Determining an appropriate sample size is perhaps the most critical aspect of 
designing a clinical trial after defining the research question. It has a huge im-
pact on all aspects of the study. While the justification for a chosen sample size 
is typically a statistical one, the sample size will clearly have an operational im-
pact on the study and whether it is actually deliverable. For example, moving 
from a study of 20 participants to one of 200 participants may well require 
multiple study centres. At the very least, it will require more recruitment time 
per centre, and additional funding to support the larger sample size. Having 
more than one study centre has other implications, such as having sufficient 
resources so that each centre can accommodate the study requirements and 
processes. It may also require greater flexibility in the study’s overall approach. 
All research studies including clinical trials operate within certain financial 
and practical constraints, such as the personnel available (both study team 
members and centre staff) and who is in the population of interest. A statis-
tical justification for the sample size, although of great value, is not the sole 
determinant of the sample size.

More fundamentally, we have an ethical imperative to ensure that the study 
being carried out is one that will likely answer the main research question. 
We are asking people to take part in a study that could expose them to risks 
they may not otherwise be exposed to. At the very least, we are asking them to 
bear a burden in terms of research-​associated activities, such as extra visits to 
a hospital, receiving medical tests, completing forms about their health, and 
collecting medical data on them. These risks and burdens can only be ethically 
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justifiable if the study has a chance of providing useful insights. Getting the 
sample size right is absolutely key to giving the study the chance of making a 
real difference to what we currently know.

The first step is to formulate the clinical trial’s objectives in terms of the 
research questions, and clarify what the primary objective is. As we consid-
ered in Chapter 2, most clinical trials are interested in a difference in outcome 
between treatment groups. One major exception is an early phase drug trial, 
which aims to find the appropriate dose for a treatment and/​or focuses solely 
on safety (see Chapter 1 for a discussion of the different types of trials). We 
will consider this type of trial briefly towards the end of this chapter.

For most of this chapter, we will focus on the most common type of clinical 
trials, those comparing treatment groups (e.g. RCTs and comparative non-​
randomized clinical trials). To aid readability we will also refer to a standard 
RCT design though it should be noted the same calculations are relevant for 
clinical trials which are non-​randomized if they are also seeking to com-
pare the outcome between two groups, and if the groups are of equal size. 
Calculating the sample size for different types of clinical trials can be fairly 
technical and mathematical, and should be handled by someone with suitable 
training and expertise (such as a statistician). For those interested in reading 
in more depth about sample size calculations in general and also about other 
clinical trial designs, there are a number of good books available (2,3).

Purpose of the sample size calculation

The primary objective of a clinical trial is usually addressed in the statistical 
analysis by looking to see whether there is a difference between the treat-
ments in a primary outcome (see Chapter 2). Correspondingly, the sample 
size of the trial is based upon detecting a difference in this primary outcome. 
For example, for a trial evaluating a new hypertension drug, a natural choice 
of primary outcome would be blood pressure (systolic and/​or diastolic). 
Focusing on the primary outcome forces us to commit to a primary outcome, 
defining what the study’s main result will be, and therefore what should ul-
timately be reported. We will discuss the statistical analysis and reporting of 
clinical trials in Chapters 9 and 10.

Sample size calculations are used to provide reassurance that if the data are 
successfully collected and analysed as planned, the study will likely answer 
the main research question. Usually this question is framed as what is called 
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a superiority question: is there a difference in outcome between the treatment 
groups? The default answer (null hypothesis) is that there is no difference 
in outcome between the treatment groups. The statistical analysis looks for   
evidence that suggests this null hypothesis is wrong. Trials with this kind of 
research question can be described as a superiority trial. In contrast, an equiv-
alence, or non-​inferiority, trial asks a different question: do these treatments 
have the same (for an equivalence trial), or at least no worse (a non-​inferiority 
trial), an outcome? The sample size calculation varies according to the kind 
of trial question we plan to answer. The knee replacement question we saw in 
Chapter 2 was framed as a superiority question, which is the most common 
way to express the research question.

The sample size calculation for a superiority trial seeks to ensure the pre-​
specified probability (statistical power) of detecting a statistical difference in 
the primary outcome of a certain magnitude (the target difference) is suffi-
ciently high. We do not know whether there is a difference between the treat-
ments in advance—​that is why the study is being carried out. If there is a 
difference, we want to detect it, and the target difference is the value we are 
particularly interested in detecting. There is a possibility that we will make 
an error and miss it. Alternatively, there might not be a real difference be-
tween the treatments—​there is therefore a risk by conducting the analysis 
that we falsely detect a spurious numerical difference when there is not a 
real one. Unfortunately, it is not possible to exclude the possibility of making 
both of these two errors. The best that can be achieved is to restrict them to   
pre-​specified levels within the sample size calculation. The two errors are con-
trolled by the pre-​specified statistical significance level (type I error rate) and 
the statistical power (1 minus the type II error rate). The most critical input in 
the sample size calculation is the magnitude of the difference we wish to detect 
(target difference). Like life more generally, the more subtle a difference that 
we want to detect (i.e. the smaller the target difference), the more carefully we 
need to consider whether it is there or not. In this context, that means more 
data and therefore a larger sample size. The target difference should be one 
that is important to at least one of the key stakeholder groups for the clinical 
trials (e.g. patients, health professionals, or regulatory bodies). Commonly 
it is a difference that patients would consider important to them, and would 
help them choose between treatments, or not to have treatment at all. For ex-
ample, a patient might well opt for a drug if it could reduce systolic blood pres-
sure by 10 mmHg, if in turn this is associated with a 34% reduction in the risk 
of stroke (4).
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Conventional approach to sample size calculations

Although there are different statistical approaches for calculating sample size, 
most trials, to the frustration of some statisticians, follow a conventional ap-
proach (5). The conventional approach is sometimes referred to as Neyman–​
Pearson after the two statisticians whose work coalesced to produce the 
approach. This way of conducing the sample size calculation is sometimes re-
ferred to as statistical hypothesis testing, reflecting the fact that a formal statistical 
test related to a specified (or at least implicit) hypothesis is part of the approach. 
It is also sometimes called a power calculation, reflecting the calculation of the 
statistical power for a given sample size, target difference, and significance level. 
Some researchers start by thinking about how many participants they think 
they can recruit, and then work ‘backwards’ to see what statistical power might 
be achieved. This backwards approach is not recommended. Instead, thinking 
about what we wish to detect is a more productive way to start the process.

The conventional approach to sample size calculation is not without limi-
tations. However, to date none of the alternatives have gained substantial use 
(see ‘Other approaches to sample size determination’ later in this chapter). 
Under the conventional approach, the required sample size is dependent on a 
number of factors:

	 1.	 The trial design.
	 2.	 The type of outcome to be analysed.
	 3.	 The intended statistical analysis.
	 4.	 The statistical parameters: statistical significance level and statistical 

power.
	 5.	 The target difference: the difference in outcome between the two treat-

ment groups that we want to detect (expressed differently according to 
points 2 and 3).

We will focus on the standard trial design, which can be more formally described 
as a two-​arm parallel group randomized trial with a 1:1 allocation ratio. We will 
now consider how to calculate the sample size for the three main outcome types 
in turn: continuous, binary, or time-​to-​event outcomes. Three worked examples 
(one for each of the main outcome types) are given in the subsequent sections 
of this chapter to illustrate how sample size calculations for clinical trials work 
in practice and to show the impact of varying different inputs. However, while 
these and other formulae can be used to calculate by hand the required number, 
checking the calculation against a validated program, and seeking advice from 
an expert, is highly recommended prior to confirming the sample size.
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Continuous outcome

Sample size for a continuous outcome under a   
standard trial design

A commonly used formula (2) to estimate the number needed per group for a 
superiority trial with a continuous outcome (y) is:

	 n
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where Z1−β  and Z1 /2−α  refer to the values from the standard normal distribu-
tion (i.e. a normal distribution with a mean of zero and standard deviation of 
one) for which the probability of exceeding it is 1 − β  and 1 / 2− α  respectively. 
1 − β  is the statistical power and α is the statistical significance level. The di-
vision of α by 2 indicates we are planning a two-​sided statistical test. σ is the 
population standard deviation, and δ is the target difference here defined as a 
difference in the means of intervention group ( yI ) and the control group ( yC )  
observations, that is, y yI C−  Variants on this formula are in use. In practice, 
σ is typically assumed to be known, with an estimate from an existing study 
used as if it were the population value. Formulas which allow for statistical un-
certainty regarding σ are available (2).

The use of formula 5.1 requires a number of assumptions:

	 1.	 There are two groups of individuals who will each receive one of the two 
treatments (I and C), that is, a standard (individually randomized par-
allel group) trial design.

	 2.	 We are interested in whether or not the treatments differ, that is, if the 
intervention is better than the control or if the control is better than the 
intervention is of interest to us. In other words, our interest is whether 
the intervention is superior to the control or whether the control is su-
perior to the intervention treatment. We describe the resulting analysis 
as two-​sided, and hence why we divided α by 2 in formula 5.1.

	 3.	 The treatment groups are of equal size (i.e. 1:1 randomization allocation 
ratio will be used).

	 4.	 The outcome is not only continuous, it is also normally distributed.
	 5.	 We know what level of variability in the outcome to expect.
	 6.	 The statistical analysis will be carried out using an independent t-​test (or 

equivalent).
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The sample size generated tells you the number of observations needed in the 
statistical analysis. This number is not necessarily the same as the number 
recruited to the clinical trial, as there may well be participants for whom data 
will not ultimately be available (see Chapter 9 for discussion of the practical 
consequences of this in the statistical analysis). We now turn to a worked ex-
ample using formula 5.1.

Worked example—​continuous outcome under a   
standard trial design

Let us assume we are interested in carrying out a randomized trial to evaluate 
a new antihypertensive drug that we will compare against a placebo control 
for patients with hypertension. The primary outcome is systolic blood pres-
sure measured after 12 weeks on the drug (either the intervention or the con-
trol). From our experience, we consider a mean reduction of 10 mmHg to be 
clinically important as noted above, so have chosen this to be the target differ-
ence. Based on previous literature, we anticipate that the variability (standard 
deviation) in the systolic blood pressure measurement will be 20 mmHg. For 
80% statistical power and two-​sided 5% statistical significance level using for-
mula 5.1 we have:

	 n per group=
+( )

+ =
2 0.84 1.96 20

10
1.96

4
64

2 2

2

2

	

The values of 0.84 and 1.96 above are the standard normal distribution 
(Z) values for statistical power of 80% (i.e. Z value of 0.84) and a two-​sided 
5% significance level (i.e. Z value of 1.96). Based upon all of the inputs stated 
above, a sample size of 64 individuals per group (i.e. 128 overall) is required 
for the statistical analysis. We can see the impact of 12 different scenarios 
(with different combinations of input values) in Table 5.1; the example we 
have just calculated is scenario 5. The target difference, standard deviation, 
and statistical power are varied across the scenarios while the significance 
level is kept at the same level. If the standard deviation in the systolic blood 
pressure measurement was in fact 25 mm Hg, then the required sample size 
will increase to 99 per group (scenario 6). If we can reduce the variability in 
this measurement to 15 mmHg, perhaps with better equipment and training 
of the staff taking the measurements, then the sample size required will de-
crease to 36 per group (scenario 4). Similar changes could be made to each 
of the inputs. The standard normal Z value for 90% power is 1.28, which 
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when include in formula 5.1 will always give a higher sample size for 90% 
power than for 80% power when the other inputs remain the same. The key 
point to draw from this set of scenarios is that what seem to be plausible and 
sensible changes in the inputs can dramatically alter the required sample 
size, from 36 per group to 526 per group. We can see the impact more gen-
erally on the sample size required of varying the target difference, standard 
deviation, statistical power, and significance level values while keeping all 
the other values constant (as per scenario 5) in Figure 5.1. Three key things 
can be clearly seen in the four graphs. First, the increase in the sample size 
is not even across the respective ranges (i.e. the relationships are curves and 
not straight lines). For example, the incremental increase in the sample size 
moving from a standard deviation of 15 to 20 is only 27 per group, whereas 
the increase moving from a standard deviation of 45 to 50 is 75 per group. 
Second, the impact of varying the different inputs is not the same. The shape 
of the four curves is clearly different. For two inputs (target difference and 
statistical significance level), the larger the value, the smaller the sample size 
needed, whereas for statistical power and variance, the larger the value, the 
larger the sample size needed. Third, different combinations of input values 
can lead to the same sample size. For example, all four curves have a point 
where the number required per group is 100. An implication of this is that 
we need to record all of the inputs when we conduct a sample size calcula-
tion, and report accordingly (5).

Table 5.1  Systolic blood pressure continuous outcome example: sample size 
scenarios

Scenario Target 
difference 
(mmHg)

Standard 
deviation 
(mmHg)

Statistical 
significance 
level

Statistical 
power

Required 
sample size 
(per group)

1 5 15 5% (2-​sided) 80% 142
2 5 20 5% (2-​sided) 80% 252
3 5 25 5% (2-​sided) 80% 393
4 10 15 5% (2-​sided) 80% 36
5 10 20 5% (2-​sided) 80% 64
6 10 25 5% (2-​sided) 80% 99
7 5 15 5% (2-​sided) 90% 190
8 5 20 5% (2-​sided) 90% 337
9 5 25 5% (2-​sided) 90% 526

10 10 15 5% (2-​sided) 90% 48
11 10 20 5% (2-​sided) 90% 85
12 10 25 5% (2-​sided) 90% 132
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Figure 5.1  Impact on the sample size of varying different parameters for a continuous 
outcome—​worked example (scenario 5).
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Binary outcome

Sample size for a binary outcome under a standard   
trial design

A binary outcome is one where there are only two possible responses (i.e. yes 
or no, event or no event). The approach to calculating the sample size is very 
similar to that of a continuous outcome. A different formula is used to reflect 
the difference in the outcome and intended analysis. Commonly, a formula 
that corresponds to an analysis using a (Pearson’s) chi-​squared test is used. For 
a standard RCT design (two arms, 1:1 randomization) addressing again a su-
periority question we have:

	 n
z z p p p p

p p

I I C C

I C

=
+







−( ) + −( )( )
−( )

− −1
2

1

2

2

1 1α β

� (5.2)

where n is the required number of observations in each of the two randomized 
groups, and Z1−β  and Z1 /2−α  refer to values from the standard (i.e. one with a 
mean of 0 and standard deviation of 1) normal distribution as before. pI  and 
pC  are the anticipated probability of an event in intervention and control treat-

ment groups, respectively. α is the statistical significance level (i.e. the type I 
error rate), and β is the type II error rate and is chosen so that 1 − β is equal to 
the desired statistical power. Formula 5.2 makes the same implicit assump-
tions numbered 1–​3 as given above for the continuous outcome. Here of 
course we assume a binary outcome, and that we can state the target difference 
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as the difference in the probability of an event in two groups. We also assume 
an appropriate analysis will be carried out (e.g. Pearson chi-​squared test as the 
above calculation directly relates to, and perhaps also using a 95% confidence 
interval for the difference in proportions). As for the continuous outcome for-
mula 5.1, the number produced by formula 5.2 is the number of observations 
analysed. Therefore, we will have to increase the sample size if we expect any 
missing data.

The similarity in formula 5.2 to formula 5.1 is not accidental. The differ-
ence in the proportions between the groups p pI C−  defines the target dif-
ference as an absolute difference in proportions, for example, if pI  and pC  
were 0.2 and 0.3 respectively, it would be −0.1. The response from a binary 
outcome (i.e. binomial distribution) in each group is converted so that it 
approximates one from a normal distribution assuming the sample size is 
sufficiently ‘large’. The corresponding test to analyse the data uses this ap-
proximation to derive a test for how unlikely the observed data are (using 
the chi-​squared distribution, hence the name ‘chi-​squared test’). We again 
consider an example to illustrate how we can calculate the sample size for a 
binary outcome.

Worked example—​binary outcome under a standard   
trial design

A randomized trial to evaluate the use of adalimumab in addition to routine 
care over a control group of routine care only for elderly individuals in a care 
home with severe acute respiratory syndrome coronavirus 2 (SARS-​CoV-​
2) was planned early in the COVID-​19 pandemic. The main outcome of in-
terest was the occurrence of serious or critical illness, or death within 28 days. 
Based upon a previous study of 72,431 individuals with the disease in China 
(6), an event risk of 0.19 (i.e. 19 out of 100 individuals would experience the 
event) was considered realistic for the control (usual care) group. At the time, 
a target difference of a reduction in the proportion of events to 0.09 (i.e. 9 out 
of 100 individuals) was felt appropriate. Given the potential side effects of the 
drug, a substantial effect would be needed to warrant use in practice. As be-
fore, we can look at the impact upon the potential sample size of varying the 
assumptions in the calculation, the statistical power, and the proportions in 
each group.

Table 5.2 provides the required number per group using formula 5.2 for 12 
credible scenarios for this trial. This bases the routine care group event pro-
portion upon the data from the Chinese study and the target difference of 0.1 
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reduction (therefore a proportion of 0.09 in the intervention group), with 
two-​sided statistical significance level and statistical power of 80% (scenario 1 
in Table 5.2) requires 185 per group (185 × 2 =​ 370 overall). This can be calcu-
lated by hand using formula 5.2 as:

	 n =
+( ) −( ) + −( )( )

−( )
=

0.84 1.96 0.19 1 0.19 0.09 1 0.09

0.09 0.19
185 p

2

2 eer group 	

As for a continuous outcome, as the target difference is reduced, the sample 
size required increases. In scenario 2, the target difference is reduced to 0.07 
by increasing the adalimumab group level while keeping the other inputs the 
same. This leads to a dramatic increase to 416 per group (more than double) 
for a relatively minor adjustment in the target difference (scenario 2). Using 
statistical power of 90% for target differences of 0.10 and 0.07 reduction but 
keeping the routine care level at 0.19 as before, gives the higher numbers of 
248 and 556 (scenarios 7 and 8) as anticipated.

Less intuitive is that the sample size required for a binary outcome differs 
according to the relative proportion levels as well as absolute target differ-
ence. Smaller sample sizes are required the further away the proportions are 
from 0.5. Corresponding number per group required with a higher event pro-
portion of 0.25 instead of 0.19 for the routine group (but the same target dif-
ferences of 0.10 and 0.07) requires 331 and 719 per group for 90% statistical 

Table 5.2  COVID-​19 binary outcome example: sample size scenarios

Scenario Target 
difference 
(absolute 
difference)

Routine 
care group

Adalimumab 
group

Statistical 
significance 
level

Statistical 
power

Required 
sample 
size (per 
group)

1 0.10 0.19 0.09 5% (2-​sided) 80% 185
2 0.07 0.19 0.12 5% (2-​sided) 80% 416
3 0.10 0.25 0.15 5% (2-​sided) 80% 247
4 0.07 0.25 0.18 5% (2-​sided) 80% 537
5 0.10 0.15 0.05 5% (2-​sided) 80% 137
6 0.07 0.15 0.08 5% (2-​sided) 80% 322
7 0.10 0.19 0.09 5% (2-​sided) 90% 248
8 0.07 0.19 0.12 5% (2-​sided) 90% 556
9 0.10 0.25 0.15 5% (2-​sided) 90% 331

10 0.07 0.25 0.18 5% (2-​sided) 90% 719
11 0.10 0.15 0.05 5% (2-​sided) 90% 184
12 0.07 0.15 0.08 5% (2-​sided) 90% 431
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power (scenarios 9 and 10). If the event proportion in the routine care group 
is, however, lower at say 0.15, then only 184 and 431 per group are required 
for corresponding target differences (scenarios 11 and 12). Corresponding 
numbers for 80% statistical power can also be calculated (scenarios 1–​6). The 
range of potential samples in this summary illustrates the great sensitivity to 
minor variations in the inputs. For the 12 scenarios considered here, the re-
quired number per group ranged from 137 to 719 (i.e. the highest sample size 
was over five times larger than the smallest).

Target differences for binary outcomes

In the previous example we used an absolute difference between the pro-
portions in each group to express the target difference (i.e. the difference we 
wished to be confident we would be able to detect). An absolute difference 
directly links to formula 5.2. The impact of varying the target difference can 
be readily seen as the smaller the difference gets, the larger the overall sample 
size will get. For example, halving this absolute target difference using formula 
5.2 will lead to a quadrupling of the required sample size as the denominator 
in the formula will reduce to a quarter. Nevertheless, to fully (i.e. uniquely) 
express the target difference for a binary outcome sample size calculation, the 
control (reference) group level needs to be given, that is, an absolute reduction 
in the proportion of critical, serious illness, or morality of 0.1 from 0.19 (i.e. 
from 0.19 to 0.09).

The quantification of the treatment effect of a binary outcome is often 
expressed in two other ways rather than as a risk difference. It can also be 
expressed as a risk ratio (RR) or as an odds ratio (OR). The former is simply 
the ratio of the risk or proportion of anticipated events (i.e. PI/ PC). The odds 
ratio is the ratio of the odds in the intervention group to the control group, and 

can be calculated as (
(

/ (1 ( )))
/ (1 ))

P P
P P

I I

C C

−
−

. An OR or RR might link more naturally   

than the risk difference to the intended statistical analysis. Whichever one is 
used, as when expressing the target difference as a risk difference, the control 
group level needs to be given to fully specify the target difference. It is worth 
noting that different sample size formulas can be used instead of the one we 
have considered above including some which directly relate to analyses that 
produce different treatment effect size measures (e.g. OR instead of the risk 
difference). It is useful to note that for the most likely range of OR values to 
be considered in an RCT (ORs 0.3–​3.0), the relationship of the absolute risk 

 



Choosing the sample size for a clinical trial  119

difference (ignoring the sign, i.e. whether it is positive or negative) to the value 
of the OR is:

	 Absolute P P Absolute log OR p pI C e average average( ) ( ( )) (1 )− = − 	

where p
P P

average
I C=

+
2

, that is, the average of the event proportions in the in-

tervention and control groups (2). The OR and the RR will only be similar 
when the event proportions are very low (e.g. 0.05 or less). As such low pro-
portions of events tend to lead to very large sample sizes and therefore are 
unlikely to be a practical option for a clinical trial, sample size calculations for 
RRs and ORs in practice cannot be considered interchangeable.

Time-​to-​event outcome

Sample size for a time-​to-​event outcome under a   
standard design

Time-​to-​event outcomes are like binary outcomes in that they use data on the 
occurrence of an event (that either occurred or it did not) for participants. 
However, they differ in that they also define the time for which the outcome has 
been assessed. The final status is thus either the occurrence of an event or is ‘cen-
sored’ by a particular time point. The length of this follow-​up is allowed to vary 
between participants unlike for a binary variable where we assume a consistent 
time point. Time-​to-​event outcomes are often referred to as ‘survival’ outcomes 
given their original use for assessing mortality. For each participant, they either 
died during the follow-​up or they ‘survived’ up to a specific time point. This 
general approach is now used for a range of different events, hence the term 
time-​to-​event outcomes. For example, a very common one in cardiology studies 
is called MACE (major adverse cardiac events) (7). When this outcome is anal-
ysed as a time-​to-​event outcome, the analysis assesses the first occurrence of any 
one of a variety of cardiovascular-​related episodes (irrespective of whether it is 
a stroke or myocardial infarction, for example,), as an event, as well as mortality.

The sample size calculation approach is roughly similar to a binary out-
come though the intended use of a time-​to-​event analysis leads to multiple 
ways (and implied degrees of knowledge) of expressing the pattern of events 
in both treatment groups over the follow-​up time. For simplicity, one of the 
most common approaches is to calculate the sample size based upon conduct-
ing a comparison of the survival curves (i.e. plotting the occurrence of events 

 

  



120  An Introduction to Clinical Trials

over time for each group and looking for statistical evidence of a difference 
between these curves). The typical statistical test used is called a log-​rank test. 
A corresponding sample size can be calculated by defining the curves by giv-
ing the expected proportion of events in each group at the same point in time. 
For example, we may expect 0.2 of individuals in the intervention treatment 
group to experience an event and 0.3 of individuals to experience an event in 
the control group after 5 years of follow-​up. An additional assumption is com-
monly made called ‘proportional hazards’. It can be thought of as assuming a 
constant effect of the intervention treatment relative to the control treatment 
(or vice versa) over the period that participants are in the study. This implies 
that the ‘hazard’ of an event in the intervention treatment group relative to the 
control group is constant over time. In other words, there is not a situation 
where one treatment works better than the other early on but not so later on 
(or vice versa). By making this assumption of a constant treatment effect, the 
number of events that are needed to be observed for the required level of sta-
tistical power and significance level can be calculated more straightforwardly. 
The treatment effect can be also be expressed as the hazard ratio (HR) of one 
treatment to another. The HR can be calculated given the probability in each 
group as the ratio of the logarithms of the survival probabilities (SI and SC) in 
the respective group:

	 HR
ln S
ln S

I

C

=
( )
( ) � (5.3)

A commonly used formula to calculate the overall number of events (E) 
is (8):

	 E z z
HR
HR

= +






+
−





− −1

2
1

2 21
1α β � (5.4)

where Z1−β  and Z1 /2−α  refer to values from the standard (i.e. one with a mean 
of 0 and standard deviation of 1) normal distribution, 1 − β  is the statistical 
power and α is the statistical significance level, and HR  and can be calculated 
using formula 5.3.

From this we can get the number of participants we need to recruit to our 
trial. In the case of the same follow-​up period for all participants we have:

	 N per group
E

S SI C

=
− −( )2

� (5.5)
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As with formula 5.1 used for a continuous outcome, we have made a number 
of assumptions by using formula 5.5:

		  We have implicitly made the same first three assumptions (1–3) as previ-
ously stated for a continuous outcome as well as three more:

	 1.	 A standard trial design.
	 2.	 Two-​sided comparison.
	 3.	 Equal group sizes.
	 4.	 We have assumed there can only be one event (e.g. death) or at least 

we are only interested in the first one that occurs. For death that is 
clearly fine but for other events this is less satisfactory. For example, 
the commonly used composite outcome MACE includes a stroke as 
an event as well as cardiovascular death but we will also be interested 
if those who have a stroke later died due to cardiovascular disease 
within the follow-​up period.

	 5.	 Constant HR
	 6.	 The formula addresses missing data due to (random) censoring. 

Missing data due to other reasons other than not observing the event 
in the follow-​up period, for example, participant withdrawal, would 
need to be compensated for by increasing the sample size.

Various refinements of the sample size calculation given in formulas 5.3–​5.5 
can be made. These include making specific assumptions about the distribu-
tion of events (expected pattern of events over the follow-​up period) in each 
group, and allowing for varying lengths of follow-​up between participants due 
to censoring and the impact of the period of recruitment. Details on corre-
sponding calculations are provided elsewhere (2).

Worked example—​time-​to-​event outcome under a standard 
trial design

The Arterial Revascularisation Trial (ART) (9) was a randomized trial of 
bilateral versus single internal mammary artery graft surgery for coronary 
heart disease. It is a common operation, and it was estimated at the time 
there were 800,000 operations worldwide per year. Coronary artery bypass 
graft surgery was conventionally carried out using a single arterial graft 
along with supplemental grafts. However, the grafted arteries can become 
blocked over time and the patient may require further treatment over sub-
sequent years including repeat surgery. The use of two (bilateral) arteries 
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to improve patient survival and avoid further treatment (including a repeat 
coronary artery bypass graft) had been proposed. Nine previous studies had 
been carried out, of varying sizes and degrees of methodological rigour, to 
compare the two surgical approaches (bilateral versus single internal mam-
mary graft) though none had used an RCT design. Together, they suggested 
the possibility of a substantial reduction in mortality with the bilateral graft 
operation. Table 5.3 shows 12 scenarios for the sample size calculation for 
this trial (9). The HR, the number of events, and the number of patients re-
quired are calculated using formulas 5.3–​5.5 for various possible levels of 
survival in the single and bilateral groups. If we again have two-​sided sta-
tistical significance of 5% and statistical power of 80%, and use survival 
proportions of 0.85 and 0.75, we require 102 events which leads to 254 indi-
viduals per group (scenario 1).

It is interesting to note that different combinations of two survival pro-
portions can lead to the same target HR. For example, a HR of 0.73 is pro-
duced by scenarios 2 and 4. Similarly, different combinations can produce 
the same absolute target difference (e.g. 0.05 for scenarios 5 and 6), but never 
both. As before, the smaller the target difference (e.g. a HR closer to 1.0 or 
an absolute difference closer to 0), the larger the sample size that is needed. 
Halving the absolute target difference to 0.05 from 0.1 (bilateral remaining 
at 0.85, i.e. scenario 2 instead of 1), leads to more than three times as many 
events being required (908 instead of 254). As before, like for like (e.g. sce-
nario 1 versus 7, etc.), as the statistical power is increased from 80% to 90%, 
the required number of events and ultimately the sample size required have 
increased. The final sample size selected for the study was 3000 individuals 
and followed scenario 11 (rounding up a little for the final figure). That is an 
absolute target difference of a 5% (or 0.05 in proportions) reduction in the 
mortality at 10 years between the two groups with respective survival pro-
portions of 0.85 and 0.80, two-​sided statistical significance, and statistical 
power at 90%.

Which input values to use?

As we have seen, minor changes in the inputs can lead to very different sample 
sizes. Therefore, the input values we use matter greatly. Each of the main 
inputs is considered in turn.

For a statistically significant level, the use of a two-​sided 5% level is ubiqui-
tous despite it being an arbitrary choice. However, it has probably lasted as it 
is not a terrible choice. Furthermore, if it were to change it would typically be 

 



Ta
bl

e 
5.

3 
Ar

te
ria

l R
ev

as
cu

la
ris

at
io

n 
Tr

ia
l t

im
e-

​to
-​e

ve
nt

 o
ut

co
m

e 
ex

am
pl

e:
 sa

m
pl

e 
si

ze
 sc

en
ar

io
s

Sc
en

ar
io

Si
ng

le
 ap

pr
oa

ch
 

su
rv

iv
al

 at
 1

0 
ye

ar
s

Bi
la

te
ra

l a
pp

ro
ac

h 
su

rv
iv

al
 at

 1
0 

ye
ar

s
A

bs
ol

ut
e 

di
ffe

re
nc

e
H

az
ar

d 
ra

tio
St

at
is

tic
al

   
si

gn
ifi

ca
nc

e l
ev

el
St

at
is

tic
al

 
po

w
er

N
um

be
r o

f 
ev

en
ts

Sa
m

pl
e s

iz
e 

(p
er

 g
ro

up
)

1
0.

75
0.

85
0.

1
0.

56
5%

 (2
-​s

id
ed

)
80

%
10

2
25

4
2

0.
8

0.
85

0.
05

0.
73

5%
 (2

-​s
id

ed
)

80
%

31
8

90
8

3
0.

75
0.

82
0.

07
0.

69
5%

 (2
-​s

id
ed

)
80

%
23

3
54

2
4

0.
75

0.
81

0.
06

0.
73

5%
 (2

-​s
id

ed
)

80
%

32
9

74
8

5
0.

75
0.

8
0.

05
0.

78
5%

 (2
-​s

id
ed

)
80

%
49

2
10

93
6

0.
7

0.
75

0.
05

0.
81

5%
 (2

-​s
id

ed
)

80
%

68
5

12
45

7
0.

75
0.

85
0.

1
0.

56
5%

 (2
-​s

id
ed

)
90

%
13

6
34

0
8

0.
8

0.
85

0.
05

0.
73

5%
 (2

-​s
id

ed
)

90
%

42
5

12
15

9
0.

75
0.

82
0.

07
0.

69
5%

 (2
-​s

id
ed

)
90

%
31

2
72

5
10

0.
75

0.
81

0.
06

0.
73

5%
 (2

-​s
id

ed
)

90
%

44
1

10
02

11
0.

75
0.

8
0.

05
0.

78
5%

 (2
-​s

id
ed

)
90

%
65

8
14

63
12

0.
7

0.
75

0.
05

0.
81

5%
 (2

-​s
id

ed
)

90
%

91
7

16
66



124  An Introduction to Clinical Trials

to a lower value, given what we know about the potential for false findings (see 
Chapter 9). This though would result in larger sample sizes, and given many 
clinical trials fail to meet their intended recruited sample size, there is little 
appetite for such a change. In trials with alternative trial designs, or with more 
complex analyses, individual comparisons may have differing levels for sta-
tistical significance in order to maintain an overall 5% significance. Decisions 
about when and how this should be done are open to critique and debate (10).

Values used for statistical power are rarely anything other than 80% or 90%. 
While even higher would be desirable as the statistical power approaches 
100%, the growth in the sample size per percentage increase in power goes up 
rapidly (as can be seen in Figure 5.1). As a consequence, except for the largest 
of target differences (or the most precisely measured outcomes), statistical 
power beyond 95% tends to results in very large, typically prohibitively large, 
sample sizes. The marginal gain is relatively small.

This brings us to the outcome-​specific inputs. These are the mean difference 
and standard deviation for a continuous outcome. For a binary outcome they 
are the intervention and control group risks at a specific point in time. The sur-
vival probability in both groups, with or without a HR, are the corresponding 
inputs for a time-​to-​event outcome. These fix the target difference in the cor-
responding outcome. There are rightly no universal conventions. Why this is 
the case is easy to see. For example, for our COVID-​19 binary example, 0.19 of 
the routine care group were anticipated to have a serious or critical illness, and/​
or die within 28 days. Suppose we decided to conduct the study in a primary 
(family doctor) care setting instead of a care home setting. The age of the likely 
participants would in general be much younger (median of about 39 years in 
England and Wales) (11) than in care homes where 83% of the population (2011 
figures) (12) are 65 years or over. The event rate that would be realistic for this 
younger, and likely healthier population would be much lower. How much so 
is difficult to predict but morality alone appeared at the time to vary greatly by 
age group with less than 1% in under 20-​year-​olds to over 10% for those aged 80 
years plus at the point of considering this trial. Furthermore, the target differ-
ence of 0.1 which was considered appropriate for the care home setting may also 
no longer be credible. A realistic absolute difference value for this population 
would be somewhat lower, perhaps so much so that the trial is no longer consid-
ered feasible in that setting. Additionally, these values all look (thankfully) very 
high now given the substantial improvements made in treatment patients with 
COVID-​19. So if we were to conduct this study now, the expected survival rates 
would be much higher even for older, and sicker participants.

Hopefully what is clear from the above example is that the sample size 
cannot be considered in isolation from other key aspects of the study design, 
including the PICOTS along with recruitment, data collection, and follow-​up. 
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Furthermore, it fits a specific time period particularly for a binary time-​to-​
event outcome over time. As noted in Chapter 2, the trial design might be best 
thought of as like sculpting, where the overall vision needs to be kept in mind 
to avoid going awry, as one is tempted to chip away here and there. When it 
comes to determining the sample size, as Bradford Hill noted in 1952, there 
can be no magic number either for the statistician or for health professionals, 
or, one might add, for patients (1). We have to reflect on the impact of choices 
regarding the sample size on the trial design as a whole.

Allowing for missing data

The formulas presented above do not make any allowance for missing data. For 
binary and continuous outcomes, to allow for missing data, the number needed 
for the analysis can be divided by the expected proportion of available data. For 
example, if 142 per group were needed as per scenario 1 in Table 5.1 and 10% of 
the data was expected to be missing the number to recruit would be 142/.9 = 158 
per group. Similarly for scenario 3 in Table 5.2 but allowing for 20% missing data 
we need 247/.8 = 309 per group. For a time to event outcome the same approach 
could be used though typically we would make a more nuanced allowance for 
loss of data over the time period of interest. Details are provided elsewhere (2).

Other approaches to sample size determination

Overview

The previous sections have all presumed a standard trial design, that is, an 
RCT with two evenly sized groups seeking to address a superiority question. 
Use of an alternative trial design, including as simple a change as using a dif-
ferent randomization allocation ratio other than 1:1, will require adjustment 
to the calculations presented earlier. Similarly, use of a trial design such as 
a cluster or a crossover trial design will also require different calculations. 
The process can sometimes be carried out in a similar manner and with the 
same underlying statistical approach followed by making an adjustment. In 
Chapter 4 we considered simple adjustments to deal with some alternative 
trial designs. These can be applied to the value from the relevant formulas pro-
vided in this chapter to address the different trial design.

The conventional approach to sample size calculations has been criticized 
as both too simplistic, and also confusing to non-​statisticians. Furthermore, 
reviews of practice have consistently highlighted errors in calculations, and 
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misunderstanding (13). There are a number of different statistical approaches 
which could instead be adopted when determining the sample size for a clin-
ical trial. In-​depth discussion of these is beyond the scope of this book but 
interested readers can look for an introduction to these topics and a primer 
to the sizable corresponding literature elsewhere (5,14,15). In this section the 
most common alternative statistical approaches are briefly presented.

Sample size determination for clinical trials focused   
upon safety

Early phase (1 and 2) drug clinical trials may not seek to provide even a provi-
sional assessment of the treatment effect. Instead, they may be focused on safety 
and in particular quantifying toxicity. The specific focus of such a study may be 
to identify the MTD. Accordingly, the design including the sample size of the 
study should reflect this primary objective. The study sample size may not in 
fact be a fixed figure as is the case under a conventional sample size as described 
earlier in this chapter. Instead, there may be a maximum number of partic-
ipants for the study—​the actual number recruited being dependent upon the 
recruited patients’ data and specifically the occurrence of adverse safety events. 
Consideration then is focused upon defining the process by which the dose level 
is varied in order to identify the MTD, and confirming the maximum number of 
participants. Accordingly, the study may stop early if the MTD is identified early 
or continuation will not lead to the MTD being identified. For early phase trials 
of drugs, the events of interest are often referred to as toxicity-​limiting events—​
those which will lead us to restricting the dose used in the study and ultimately 
the recommended dose for use in any subsequent clinical trial. Corresponding 
trial designs typically follow one of two approaches: i) those with pre-​set options 
in terms of the possible dose levels and the potential number of individuals re-
ceiving them (rule-​based approach); and ii) those which are based upon sta-
tistical modelling of the dose level and corresponding probability of a toxicity 
event given the accumulating data (model-​based approaches) (16).

Probably the most common dose escalation design belonging to the rule-​
based approach is the ‘3 +​ 3’ design. Under this design three individuals are 
given the initial dose. Three more individuals may be given the same dose if one 
of the initial three experiences a toxicity event; a higher dose will be given to 
the next three if none of the three experience a toxicity event. Alternatively, the 
study may stop if more than one individual experiences a toxicity-​related ad-
verse event. The maximum number of individuals at each dose level is usually 
two sets of three (i.e. six individuals). If only one or none experience a toxicity 
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event at this dose level then the process repeats for the next pre-​specified   
higher dose. Otherwise the study stops and the MTD may or may not be 
declared to be identified depending upon the number of toxicity events iden-
tified in the final dose. The range of possible sample sizes is then a function of 
the number of different dose levels that have been pre-​specified for the study. 
As a consequence, the choice of dose levels, in particular the initial levels, are of 
critical importance. For example, for the standard 3 +​ 3 design, the minimum 
number of participants in the study is only three while the maximum number 
receiving each dose level is six. The maximum number of individuals overall 
is six times the number of doses which could be used in the study (e.g. a 3 +​ 
3 design with four dose levels can have up to 4 × 6 =​ 24 participants). While 
simple to understand and to implement, the 3 +​ 3 design has been criticized 
for its potential to fail to correctly identify the MTD (both substantially under-
estimating the MTD and overestimating it). This risk is altered by the quality of 
the pre-​specified dose levels, especially the initial levels, which are to be used. 
Accordingly, various adaptations of this design have been proposed including 
a change in the number who receive the drug dose at the same level.

More satisfying, to a pharmacologist and a statistician at least, is to design the 
study to estimate the underlying relationship between the dose an individual 
receives and the probability of them experiencing a toxicity-​related adverse 
event. By doing this we can respond to the data as they become available (after 
each participant’s data). This will hopefully increase the chance of selecting the 
correct dose as the MTD prior to the study’s conclusion. This second type of 
design (model-​based approach) uses an underlying assumed model to deter-
mine the dose level to choose for the next individual. Figure 5.2 shows an ex-
ample based upon assuming a particular type of curve relationship (logistic) 
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between the possible doses (shown as squares) and the probability of an indi-
vidual experiencing a toxicity event. Happily, in this example, the initial dose 
(first square) has a probability of only 0.02 (2 in 100). This probability increases 
as we progress through the dose levels (the fourth dose has a probability of 0.20 
(1 in 5); the highest dose (final square) has one of 0.99 (99 in 100). The con-
tinual reassessment method, proposed in the 1990s, sought to assess the most 
appropriate dose for each subsequent patient after the initial one, in order to 
find the MTD (defined as the probability of a severe toxicity adverse event being 
no higher than the desired level, say 0.2). Various mathematical forms can be 
used to model the dose–​toxicity relationships (14) but the sample size is then 
typically capped at a level which is viewed as organizationally manageable, and 
financially acceptable. It should also be one which will provide good statistical 
operating characteristics (i.e. a high probability of finding the optimal dose level, 
minimizing the number experiencing toxicity events and the likely sample size, 
etc.). Determining this maximum sample size, and confirming the appropriate-
ness of the assumed model, typically involves carrying out a simulation study 
(i.e. carrying out a run of a large number of hypothetical trials, perhaps 10,000, 
for which a plausible dose–​toxicity  response curve is assumed). What happens 
at the end of each simulated study is observed so that the overall pattern of sta-
tistical characteristics can be estimated. An overview of the findings from these 
hypothetical trials provides insight into what could occur, and what is likely 
to happen, should the simulated scenario play out. It is also worth noting that 
simultaneous assessment of safety and efficacy is possible and the sample size 
could be determined accordingly though this adds further complexity (17,18). 
Further consideration is beyond the scope of this book.

Precision-​based approach

A distinctly different approach to sample size calculation from what we have 
considered so far is a precision-​based one. The RCT sample size calculations 
have been premised on controlling the type I and II errors by using pre-​set 
values for the statistical significance and power. The early phase calculation 
discussed above focused on safety events and identifying the optimal dose. 
Alternatively, the statistical aim of the study could be expressed as achieving 
a desired level of precision when estimating the object of interest (e.g. the 
mean difference in systolic blood pressure between treatments). Provided 
we also specify a degree of statistical certainty as well (significance level), we 
can readily calculate the number of individuals needed in each group. This 
statistical precision can be expressed in a confidence interval, typically 95%, 
and quantified by the width of the interval. For example a 95% confidence 
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interval for the difference in systolic blood pressure which ranges from −40 to 
20 mmHg (i.e. a width of 60 mmHg) might be considered of little clinical use. 
However, one which has a width of only 10 mmHg (e.g. 5–​15 mmHg) may 
well be considered useful. The number of individuals needed in each group 
to achieve this can be calculated in a similar manner to before, if we have an 
understanding of the expected level of variation in the measurement of sys-
tolic blood pressure in mmHg that we expect. Similar considerations as for 
choosing the target difference of interest can help fix the desired width. Simple 
calculations for common situations are provided elsewhere (19).

This precision approach can be adopted for other types of clinical trials, for 
example, if a preliminary assessment of efficacy response is desired in a single 
group (i.e. there is no control) phase 1 trial. The same precision-​focused ap-
proach could be adopted but this time for the absolute level of the treatment 
group’s response. Some phase 1 trials include a small cohort of patients who 
receive the recommended dose based upon the phase 1 dose-​escalation study. 
In this context, a sufficient number of patients could be recruited to the ‘ex-
tension cohort’ to give reassurance that drug activity is in keeping with the 
desired level. For example, if the proportion of patients responding is thought 
to be 0.70, only 24 individuals are required to have a 90% confidence interval 
(Wilson’s method) that would exclude proportions lower than 0.55. A formula 
to show this is given elsewhere (20). Another type of clinical trial for which 
a precision-​based approach is popular is for pilot or feasibility trials where 
the key outcomes of interest are not the treatment effects in clinical outcomes 
but the measures characterizing key aspects of the study’s conduct, such as 
the proportion of individuals receiving the randomly allocated treatment (i.e. 
compliance). This calculation can be conducted in a similar manner.

Bayesian statistics

Bayesian statistical approaches to the sample size provide another quite dif-
ferent approach to those discussed so far. The general approach owes its name 
to the Reverend Thomas Bayes, who lived in 18th-​century England and whose 
paper on what is called Bayes theorem was published after his death. Bayes 
theorem is given in formula 5.6:

	 Pr
Pr Pr

Pr
A | B

B | A A
B

( ) =
( ) ( )

( ) � (5.5)

In this formula A and B represent two different events, with 
Pr , Pr , Pr , Pr |A B A | B and B A( ) ( ) ( ) ( )  presenting the probabilities of A, B, A 
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given B, and B given A, respectively. Bayes theorem states how to update an 
existing estimate of the probability of an event (( Pr A( )  as presented in for-
mula 5.6) based upon new data. Its application to simple probabilities of event 
for which reliable (prior) estimates of Pr(B) and Pr(A) are available such as for 
the performance of diagnostic tests is uncontroversial. Applying this approach 
more broadly has led to a quite different, arguably more intuitive, way to formu-
lating statistical analyses. While the estimates of these prior probabilities could 
be based upon existing data (e.g. from a previous research study), they can be 
based upon belief alone or some synthesis of belief and prior data. This shift, 
though, has not been without controversy, moving the analysis in a more subjec-
tive direction. In the fuller form, we begin with an existing distribution for each 
variable of interest in the analysis (a prior distribution). The new data are then 
mathematically quantified (as a distribution) and used to update the previous 
view and provides a new estimate of the (now called the posterior) distribution 
relating to the quantity of interest (e.g. the difference in outcome between treat-
ments). As might already be suspected, this can lead to complex mathematics in 
all but select, fairly simple scenarios. However, with the massive change in com-
puting power over the last 30 years, many Bayesian computations are within the 
reach of a standard computer. Overall, the Bayesian framework is more flexible 
than the conventional statistical approach. In particular, it offers the potential to 
harness large data more efficiently. Use of Bayesian statistics is growing but it is 
still not that common in clinical research studies.

The use of Bayesian statistics in clinical trial sample size calculations has to 
date been concentrated in a number of key areas.

	 1.	 This approach has been used in clinical trial sample size determination 
for early phase trials which seek to identify the MTD (14). The continual 
reassessment method mentioned earlier was originally proposed in a 
Bayesian framework. The benefit of using a Bayesian approach is being 
able to directly utilize relevant prior evidence to inform the choice of 
the dose level for subsequent individuals and to identify the MTD in a 
model-​based approach.

	 2.	 A Bayesian approach to sample size calculations has been used for phase 
3 trial designs which will be analysed in the conventional way. The per-
formance of a design and corresponding sample size can be considered 
against the conventional statistical parameters (i.e. controlling the type I 
and type II errors through the statistical significance level and statistical 
power). In this set-​up, the Bayesian approach enables uncertainty related 
to key inputs (such as the variance of the systolic blood pressure meas-
urement) to be readily incorporated into the calculation. To do so, a prior 
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distribution for the treatment difference has to be defined. A prior distri-
bution for the treatment effect could be based upon previous studies (e.g. 
using pre-​clinical data of a drug for the sample size calculation for a phase 
3 trial of the same drug), and/​or using expert opinion (21–​23).

	 3.	 Fully Bayesian approaches to the sample size calculation of a phase 3 trial 
can also be carried out where the data are used as before but the assess-
ment of the sufficiency of the sample size is based upon ensuring that 
there is a high predictive probability of meeting a pre-​specified criterion 
for treatment success and/​or failure. Alternatively, the focus can be upon 
the expected uncertainty associated with treatment effect and the corre-
sponding credible interval (the Bayesian equivalent of a confidence in-
terval). This latter approach is akin to the precision-​based approach we 
discussed above but in a Bayesian framework.

	 4.	 Another area where Bayesian statistics are more commonly used in 
sample size determination for clinical trials is for adaptive trials (15). 
Assessments about adapting the design part way through the conduc-
tion of the study using the data accrued up to that point can be handled 
well using the flexibility of the approach, the ease with which predictive 
probabilities can be produced, and the natural fit with a decision-​making 
approach. Similarly, alternating the allocation of treatments based upon 
acquired evidence is attractive in a Bayesian framework, utilizing the 
flexibility of the approach. The only ‘cost’ of Bayesian approach is the 
greater computation time, though this is less of an issue as processing 
power evolves. Underlying this though is the need to state upfront the 
prior distributions (i.e. quantify what is known at the outset to order to 
be able to formally quantify it after the new data are incorporated). If the 
prior distributions are poorly specified, it can undermine the benefit of 
the Bayesian approach.

Choosing the sample size

Choosing the sample size is one of the most critical decisions to make when 
designing a clinical trial. It impacts all aspects of the study. Given this, it is vital 
to carefully consider the implications of adopting a particular size of study. 
The appropriateness of a choice for the intended statistical analysis, and likeli-
hood of producing findings that will influence key stakeholders (e.g. patients, 
healthcare professional, and regulators), should be considered, including in 
terms of the management and delivery of the study. The sample size should 
be sufficient to address the primary aim of the study (i.e. typically the analysis 
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of the primary outcome). However, secondary concerns may also be of key 
importance. Possibilities include statistical analyses of other secondary out-
comes, and planned analyses of a subset of participants focusing upon different 
outcomes or aspects. The collection of ancillary data may also influence the 
final choice to some degree. Consideration of a number of potential sample 
size options is prudent against the primary objective, and any key secondary 
objectives. Ultimately, there is no single ‘right’ sample size to be determined 
but there are many wrong (typically too small) sample sizes which will inhibit 
the objectives of the study being achieved. The main aim of a ‘sample size calcu-
lation’ therefore is to choose a sample size that is appropriate for the objective 
of the study while cognisant of the practical challenges that the sample size and 
intended trial design (including recruitment and data collection) will bring.

Summary

Determining the sample size is a critical aspect of a study, affecting the design, 
conduct, and analysis. Typically for an RCT this is done via a sample size cal-
culation that focuses on a primary outcome which reflects the primary objec-
tive of the study. Under the conventional approach, a sample size should be 
large enough to ensure the desired target difference in the primary outcome 
is likely to be detected. The specific calculation varies according to the study 
design, primary outcome type, planned statistical analysis method, target 
difference in the primary outcome, and statistical parameters. Alternative 
approaches to the sample size determination are available which are suited to 
answering different questions (e.g. model-​based approaches to estimating the 
MTD in an early phase drug clinical trial).
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6
Setting up a clinical trial

The recruitment processes of an RCT should be carefully planned and 
piloted regardless of size or complexity.

Barbara Farrell and colleagues, 2010 (1)

A complex web of processes and forms

Clinical trials are complex, multidisciplinary projects that integrate science, 
ethics, and legal requirements in the conduct of healthcare research. Careful 
planning and set-​up are fundamental to the successful conduct of the study. 
Furthermore, setting up a trial within legal regulations, abiding by institu-
tional policies and according to international standards (e.g. GCP (2)), is de-
manding and will require careful oversight in order to keep the study on track.

Regulations and related processes vary over time, sometimes even year to 
year, and certainly between countries. The specifics of legal acts and associ-
ated regulations, and related language will be avoided in this chapter as far as 
possible except where necessary or of key importance. Reference will be made 
predominantly to the UK setting with some key differences in the US and else-
where noted. For the UK setting, it should be noted that currently the regula-
tions are very similar to those of countries in the EU. However, the full impact 
of Brexit is yet to work through the system and aspects of the regulations may 
be more fluid over the next 5–​10 years than perhaps has ever previously been 
the case. Similarly, the impact of the COVID-​19 pandemic has affected clin-
ical trial regulations and processes as it has done in other areas of life. It has 
led to a number of changes in practices and expectations. Most pertinently, 
there is greater acceptance of solely electronic documentation and more flex-
ible implementation of some requirements (e.g. monitoring of study centres). 
It remains to be seen how much this translates into permanent changes in ap-
proach or if it is more a hiatus before returning to prior practices.

In this chapter we will consider the role of sponsorship of the clinical trial, 
and the approvals that may be needed to conduct the trial. We will also con-
sider the critical nature of the type of clinical trial in determining the required 
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approvals, the importance of ethical review of the clinical trial, and key doc-
umentation required for approval along with setting up centres. Finally, the 
process of developing and finalizing the protocol will be considered along 
with some of the key decisions that will have to be made as part of that pro-
cess. This chapter will necessarily introduce a lot of terminology which must 
be confronted particularly for conducting trials that evaluate drugs. Indeed, 
even here right at the beginning we are confronted with new terminology as 
the UK (and EU) legislation refers to a ‘investigational medicinal product’ 
(IMP) not a ‘drug’. However, as far as possible the use of terminology is kept 
to a minimum. Where the term IMP is used it indicates a drug treatment that 
falls within the UK (and EU) regulations. The use of ‘drug’ refers to the type 
of treatment and does not per se indicate whether it would be considered an 
IMP or not (though typically it would be). Reference to specifics of the system 
in many countries is not possible as, regrettably, many similar though slightly 
different terms and processes are often used for essentially the same thing. To 
give a taste of the scope of the challenge to be confronted when setting up a 
clinical trial, a summary of the stages in setting up and conducting of a clinical 
trial is given in Figure 6.1. Once the research question, objectives, PICOTS, 
and basic outline of a clinical trial design has been developed, a key early and 
critical step is confirmation of who will act as the sponsor of the clinical trial.

Sponsorship

The sponsor of a research project is an individual, company, institution, or any 
other organization or group that oversees the study from beginning to end. 
In short, the sponsor is the one who is held legally accountable for any issues 
that may arise. The sponsor must ensure proper arrangements are in place to 
initiate, conduct, and report the research study. In many countries this is an 
explicit legal requirement. All clinical trials of IMPs (CTIMPs for short) in 
the UK (3) are legally required to have a sponsor. Other types of clinical trials 
(e.g. a clinical trial of two types of surgery) would be expected to have one 
as well given they involve human participants and their healthcare, and the 
collection of data. As sponsorship results in hefty obligations on the sponsor, 
it is typically only institutions such as hospitals, universities, and medium to 
large companies that will act as the sponsor of a clinical trial. Indeed, it is pos-
sible for multiple entities to share the role of sponsor either by jointly sharing 
in all aspects or dividing up the responsibilities between themselves (3). The 
sponsor may be the company that developed a drug, or medical device, or 
the institution within which a new drug has been developed. In an academic 

 



Tr
ia

l d
es

ig
n

St
ud

y 
de

si
gn

Re
se

ar
ch

qu
es

tio
n

Sp
on

so
rs

hi
p

Pr
ot

oc
ol

de
ve

lo
pm

en
t

CR
F/

da
ta

co
lle

ct
io

n
de

ve
lo

pm
en

t

Tr
ia

l s
up

pl
ie

s

Si
te

 tr
ai

ni
ng

Tr
ia

l
re

gi
st

ra
tio

n

St
at

is
tic

al
an

al
ys

is
 p

la
n

Si
te

 a
pp

ro
va

l
(e

.g
. N

H
S

R&
D 

in
 U

K)

Co
nt

ra
ct

s &
ag

re
em

en
ts

CT
A

su
bm

is
si

on

U
rg

en
t s

af
et

y
m

ea
su

re
s

Et
hi

cs
su

bm
is

si
on

Da
ta

ba
se

bu
ild

Da
ta

 &
 sa

fe
ty

m
on

ito
rin

g

In
iti

at
io

n 
of

ne
w

 si
te

s

Am
en

dm
en

t
to

 a
pp

ro
va

ls

In
sp

ec
tio

n/
Au

di
t

Si
te

 c
lo

se
 o

ut

Fi
na

l d
at

a
cl

ea
ni

ng
Pu

bl
ic

at
io

n

Pr
es

en
ta

tio
n

Da
ta

re
ad

y 
fo

r
sh

ar
in

g

Pe
rm

is
si

on
s

& 
ap

pr
ov

al
s

Tr
ia

l
in

iti
at

io
n

Re
cr

ui
tm

en
t

En
d 

of
 d

at
a

co
lle

ct
io

n
St

at
is

tic
al

an
al

ys
is

Re
po

rt
in

g
Ar

ch
iv

in
g

Fu
nd

in
g

Tr
ia

l s
et

-u
p

Tr
ia

l c
on

du
ct

Tr
ia

l c
lo

se
 o

ut

Fi
gu

re
 6

.1
 K

ey
 st

ag
es

 a
nd

 p
ro

ce
ss

es
 in

 ca
rr

yi
ng

 o
ut

 a
 cl

in
ic

al
 tr

ia
l.

N
ot

e:
 R

&D
, r

es
ea

rc
h 

an
d 

de
ve

lo
pm

en
t.



138  An Introduction to Clinical Trials

setting, it is typically the institution to which the prospective chief investi-
gator (lead researcher) of the trial belongs that takes on the sponsorship role. 
The chief investigator is the named individual who is the lead for the study 
and accountable for it. The sponsor will typically delegate onwards to another 
institution, company, group, or individuals within the sponsoring institution 
specific responsibilities in order that it fulfils its duties. These responsibili-
ties in turn may be delegated to specific individuals but ultimately responsi-
bility lies in a practical sense with the chief investigator and the research team. 
Delegation does not absolve the sponsor of responsibility. A key part of the re-
sponsibility on the sponsor and delegated individuals is to ensure all required 
approvals are in place before the clinical trial begins to recruit. For a prospec-
tive sponsor of a clinical trial, the key question which needs to be addressed is 
what type of clinical trial it is, in order to understand how to ensure the clin-
ical trial can be appropriately conducted.

What type of clinical trial is it?

A clinical trial, like other research studies, should be managed and conducted 
according to relevant local, national, and international guidelines, regulations, 
and legislation governing research. So far we have considered clinical trials in 
terms of the research question they are trying to address, the phase of clinical 
trial, and trial design adopted. However, when it comes to regulations the key 
categorization is rather disparate with substantially different implications for 
setting-​up and conducting the trial depending upon the type.

The first and most important key question in this context is whether the clin-
ical trial is evaluating an IMP or not (4). To be an IMP, it obviously needs to be 
a medicinal product (or ‘drug’ in common language). However, not all drug 
trials are trials of IMPs. The adjective ‘investigational’ refers to evaluating it in 
a particular way which means the clinical trial falls within the relevant legis-
lation. For example, evaluating a new drug that has not been approved for use 
in the country in which the clinical trial is to be conducted is clearly investi-
gational. Alternatively, a drug being used could be licensed (i.e. an approved 
drug for use in humans) but will be used in a different way in the clinical trial 
which is not covered by its approval. An example would be using it on a dif-
ferent (‘clinical indication’) subset of patients which does not fall within the 
approved clinical indications. Lastly, a drug could still be used in the approved 
way in a clinical trial but viewed as providing further information on this ap-
proval so as to still fall within the legislation. In short, clinical trials of drugs 
are likely to fall within the legislation and be classed as a CTIMP in the UK 
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and the EU similarly. This is true even if the drug has been approved for med-
ical use in humans, though only the relevant body (e.g. the MHRA in the UK) 
can give the final confirmation of this.

In different countries slightly different language is used for in essence the 
same thing, and the regulations may have slightly different coverage. In the 
US the corresponding terminology for an IMP is an ‘investigational new drug’ 
(IND) (5,6). In many countries it is a criminal offence to conduct a clinical trial 
of an IMP, IND, or equivalent without authorization from a specified body. In 
the UK, it is the MHRA who takes on this role and which grants authorization. 
In the US and Canada, it is the FDA and Health Canada, respectively, who un-
dertake this authorization role. In the EU, it can be any one of the designated 
bodies in the member states (e.g. L’Agence nationale de sécurité du médica-
ment et des produits de santé (ANSM) in France) who authorize the conduct 
of a clinical trial of drug treatments. Elsewhere in the world there may be a 
similar body (such as the Drug Controller General of India (DCGI) in India). 
Aside from authorization of the clinical trial, there may be separate regula-
tions about how the clinical trial should be conducted. For example, in the 
EU it is the European Medicines Agency (EMA) that makes the recommen-
dations about approval of drugs for medical use. Even though the authoriza-
tion of clinical trials occurs at the national (EU member state) level, the EMA 
plays a key role in ensuring the standards of GCP are applied (2). Interestingly, 
many of the expectations for the conduct of the studies to be submitted within 
an authorization application to the EMA apply irrespective of whether the 
clinical trials are conducted within the EU or not. It is mandatory for informa-
tion on the protocol and results of a clinical trial of an IMP that has received 
clinical trial authorization (CTA) to be posted on the EudraCT database (7) if 
the clinical trial is conducted in the EU or the European Economic Area (and 
irrespective of where it was conducted if it relates to a paediatric submission). 
Select information is then posted on the EU Clinical Trials Register (8) (ex-
cept for phase 1 trials in adults), making this information publicly available. It 
is worth noting that the ICH has done excellent work to bring more harmony 
and consistency in approach across jurisdictions. It provides guidance about 
many aspects of conducting a clinical trial of an IMP including how to iden-
tify a medicinal product (9). Many of the documents are of great value, if not 
directly relevant to other (non-​IMP) clinical trials.

The second related key question to consider when setting up a clinical trial is 
whether the clinical trial is evaluating a medical device or not. One might be 
tempted to say that answering the first question resolves the second, but alas 
the world of regulations is not necessarily that straightforward. To add to the 
confusion, trials of medical devices have in many countries their own specific, 
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and substantially different, regulatory requirements. In terms of the legisla-
tion, it tends to require a clear interpretation of the intervention and control 
under evaluation as either a medical device or an IMP, or neither, to know 
what is required. Ultimately this may need the relevant body to confirm the 
investigators’ view is correct unless it is completely clear. On the face of it this 
seems not too onerous though a number of drug treatments require invasive 
medical devices to deliver the IMP (e.g. drug eluding stents). In contrast, if we 
consider the TOPKAT trial which compared two types of knee surgery (see 
Chapter 2), it is clearly not a CTIMP or drug trial of any kind (10). However, 
is it a medical device trial? The research question posed is seeking to compare 
the treatments not specific devices per se which suggests it is not seeking (sci-
entifically) to compare the medical devices. However, it could be a medical 
device trial under the UK, Canadian, EU, and US regulations. This depends 
upon whether devices to be used in the clinical trial have been approved or 
not for use, and whether the data from the trial might form a submission to 
obtain approval for use of an unapproved device, and the nature of the de-
vice (e.g. in Canada approval is only needed for some types of devices). The 
TOPKAT trial fortunately did not require any additional regulatory notifica-
tion related to the medical devices used as they were already approved and 
in clinical use as per their use in the trial. Overall, the requirements for IMPs 
are much more onerous than for medical devices. Many medical devices will 
be approved on the basis of clinical data relating to another (‘similar’) device. 
Devices may be classified accordingly to perceived risk and requirement for 
approval vary accordingly. In the UK and the EU these are classes as I, IIa, 
IIb, and III; the higher the classification, the more ‘risky’ the device is per-
ceived and the greater scrutiny, in principle at least, the approval of the de-
vice receives. A key feature of the classification is whether it is ‘implantable’, 
that is, a medical device which is introduced by surgical procedure into the 
body, whether completely or partially, which is intended to remain there (e.g. 
a pacemaker that is inserted and left within the body). Another key feature in 
determining the classification is whether it is ‘active’ or not, that is, a medical 
device with a power source (e.g. a pacemaker would be considered as such but 
a typical knee implant would not).

If a clinical trial involving a medical device which does not have regulatory 
approval for use is planned, this will typically require notification in advance 
of starting the study (11). For example, in the UK, it is currently necessary to 
notify the MHRA 60 days before initiating such a study. In the US, an inves-
tigational device exemption (12) will be required before the clinical trial of a 
medical device without marketing authorization can proceed. The notification 
packet for such approvals will require substantial documentation relating to 
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the device, its development, and its manufacturing, along with information on 
the ‘clinical investigation’ (i.e. the clinical trial) planned including details on 
the management and investigators. During the notification period the safety 
and performance of the medical device will be assessed along with the design 
of the clinical investigation. A notification will be received about whether an 
objection or not has been raised to the conducting of the study. Raised objec-
tions tend to be related to demonstrating the safety or technical effectiveness 
of the device though the design of the clinical investigation may also be ques-
tioned. While post-​marketing surveillance of some kind will be required for 
devices, this will typically fall far short of the scientific standards that clinical 
trials seek to adhere to. The studies tend to be passive, and incomplete, and pick 
up mostly on the more obvious and severe device-​related safety events.

The third question to ask is whether the trial falls under any special remit 
requiring special approvals. An example of a special approval is requiring an 
exception for the purpose of the trial for transfer of confidential patient infor-
mation without consent (Confidentiality Advisory Group section 251 approval 
in the UK). Another area for additional approval is the use of a radioactive sub-
stance in a clinical trial which requires certification from the Administration of 
Radioactive Substances Advisory Committee in the UK. Similarly, use of gene 
therapy is treated as a special case and requires review by a specific national 
research ethics committee (REC). Conveniently for those conducting clin-
ical trials in the UK, the whole process is handled to a large extent by a single 
system called the Integrated Research Application System (IRAS) (13).

The fourth question to ask is whether the clinical trial or aspects of its conduct 
fall under addition regulations. Examples include the additional requirements 
to ensure appropriate handling of recruitment where children are involved, 
and recruiting individuals who do not have the capacity to consent. For the 
latter, a process to address and later request consent if capacity is regained 
is normally expected. Of note, the loss of capacity of a participant after con-
senting also has implications for all clinical trials in the UK. Another aspect 
where additional regulations apply is the transportation of infectious or dan-
gerous samples which might be undertaken in a clinical trial (e.g. participant 
samples for COVID-​19 polymerase chain reaction testing). Similarly, the 
handling of data and in particular the transfer of data between organizations 
will fall under the corresponding data protection and privacy laws. In the UK, 
the Data Protection Act 2018 and EU General Data Protection Regulation 
(GDPR) apply, the latter as tailored to the UK. Collectively the requirements 
are referred to as the ‘UK GDPR’ (14). See the following sections for further 
consideration of data-​related issues and Table 6.1 for a summary of the key 
questions to ask to determine the type of clinical trial.
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Table 6.1  Key questions to ask to determine the clinical trial type (UK context)

Question Implications

Is it a clinical trial evaluating 
an investigational medicinal 
product (15)?

	•	 Specific legal framework and regulations may apply (e.g. Medicines 
for Human Use (Clinical Trials) Regulations 2004 (SI 2004/​
1031 in the UK)) (3,4). Some non-​IMP medicinal products fall 
under separate regulations (e.g. unlicensed medicinal products 
specifically manufactured in accordance with authorized 
health professional for use in individual patients under their 
care: ‘specials’) (16)

	•	 Special approval is needed prior to initiation (e.g. CTA approval 
from the MHRA) (4)

	•	 International standard may apply (ICH guidelines (17) relating to 
quality, efficacy, safety, and multidisciplinary topics)

	•	 Additional registration and reporting requirement may apply (e.g. 
registering the trial, or entering protocol info on EUDRACT) (7)

Does the clinical trial 
evaluate a medical device?

	•	 Specific legal frameworks may apply (e.g. in the UK, the Medical 
Devices Regulations 2002 (11))

	•	 Special approval may be needed prior to initiation (e.g. the clinical 
investigation plan along with related documents (such as the 
details of the device, consent form, etc.) need to be submitted and 
there needs to be no objection raised by the MHRA (unless the 
medical device is covered by marketing approval for the purpose 
it is being used for in the clinical trial)) (11)

	•	 Relevant international standards may apply even if not legally 
required (18)

Are additional approvals 
required?

	•	 Does the clinical trial involve the use of human tissue (a specific 
licence may be needed by the relevant institutions involved)? (19)

	•	 Is a gene therapy involved? Clinical trials involving a gene therapy 
require approval from the Gene Therapy Advisory Committee (a 
national REC for gene therapy clinical research) (20)

	•	 Is a radioactive substance being used? Approval is needed for the 
administration of a radioactive substantive (21)

Are additional regulations 
invoked by the clinical trial 
procedures?

	•	 Does the trial recruit children and young people? Legal recognition 
of capacity to consent will vary between legal jurisdictions, and 
according to the type of study (22). In the UK, a minimum of 16 
years of age is needed to be considered an adult and have the clear 
right to give legal consent without reference to a parent or legal 
guardian. The position of those aged 16 or 17 years but not yet 
18 years of age varies accordingly to the individual’s capacity in 
England, Wales, and Northern Ireland and whether the clinical 
trial is a CTIMP or not. In Scotland, 16 years is the legal age of 
consent. Those under 16 may in some circumstance be considered 
able to consent if they are deemed to have competency but not for 
CTIMPs

	•	 Will any of the potential participants lack capacity at the time of 
recruitment? Are they likely to lose capacity during the clinical 
trial? In these circumstances additional legislative requirements 
may be invoked. In specific circumstances an individual may be 
entered into a trial prior to legal consent being obtained. Aside 
from legal requirements, the views of children and parents or legal 
guardians should be considered where relevant
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Obtaining ethical approval

A universal principle and expectation to ensure safety of patients and pro-
tection of their rights is an independent ethical review of the proposed study 
(e.g. a clinical trial) prior to commencement. Typically this is done by a body 
with a specific remit to undertake such an ethical review of research studies. 
Such a body is according to the FDA regulations ‘to review, approve the initia-
tion of and conduct periodic review of biomedical research involving human 
subjects’. The primary purpose of such a review is to ‘ensure the protection of 
the rights and welfare of the human subject’ (23). This ethical review body 
should be made up of individuals with various backgrounds (scientific spe-
cialisms, members of the public, and others) who will typically be volunteers. 
Membership of such a committee is often a substantial time commitment 
for which there is often no direct compensation. Each body will have their 
own policies and processes about how the review process will proceed. US   
government-​funded research is required to follow the ‘Common Rule’ which 
are the federal regulations that are based upon the ‘Belmont Report’. This re-
port was produced in 1978 and summarizes ethical principles and guidelines 
for research involving human subjects. The three fundamental ethical prin-
ciples for any research that involves human subjects are respect for persons, 
beneficence, and justice. Many US academic institutions require their staff to 
uphold these standards irrespective of funding (24). For a body to be consid-
ered to be a ‘duly constituted institutional review board’ for conducting the 
ethical reviews, it may need to follow specific regulations about its formation 
(e.g. membership of the committee) and its operation (having a majority of its 
membership present at the review meeting) (25). A booking may well be re-
quired to ensure a slot is available when the ethical review is desired. Specific 
documentation will have to be submitted in advance and a small number of 
members of the ethics review body may be specifically delegated the task of 
undertaking an initial review on behalf of the group prior to a full meeting. 
In particular, the review body will require seeing the protocol of the study, 
and any documentation which will be viewed by prospective or actual partici-
pants. Expedited review where initiation of the trial is particularly time sensi-
tive (e.g. a COVID-​19 treatment trial) may be possible to speed up the review 
process. Proportionate review (i.e. reduced level of scrutiny) might also be 
available, though clinical trials are unlikely to fall within the corresponding 
criteria.

Of key interest to the ethics committee will be the process of consenting to 
participate in the study (or assenting on behalf of those unable to do so for 
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themselves, e.g. for children or adults with capacity). Accordingly, the infor-
mation provided at the point at which the prospective participant (or their 
representative) is introduced to the study is critically important, as well as the 
consent form through which the consent for an individual’s participation is re-
corded. Similarly, the information collected directly from the participant and 
the processes in place to protect the rights of participants and their data will 
be of key interest. Trials typically have a patient information leaflet which is 
provided to the prospective participant to explain in accessible language what 
the study is about, why it is being carried out, what participation will be re-
quired, and the rights of the individual to decline or cease participation at any 
point. A representative of the investigators may be allowed to attend or par-
ticipate in part of the corresponding review meeting to answer questions, and 
to clarify aspects of the study proposal. The proposed study will be assessed 
regarding the safety implications for participants in terms of the benefits and 
risks to them, and the process by which individuals may be recruited to the 
study. Furthermore, it is generally accepted that while the scientific quality 
of the study is not in the committee’s remit, to be ‘ethical’, a study must be sci-
entifically valid. Each study reviewed will receive an ‘ethical opinion’ about 
it and whether it should go ahead, and, if so, whether any conditions should 
be applied. It is not uncommon for conditions to impact the scientific design 
of the study even though this is not the primary focus of the ethical review. 
Appealing a decision may be possible if the initial outcome is ‘unfavourable’ 
and considered by the investigators to be inappropriate, though grounds for 
the appeal will be needed.

Different names are used for a group essentially carrying out the same task, 
such as an ethical review board, REC, or institutional review board. Sponsors 
will have different expectations about the appropriate body for the clin-
ical trials they sponsor. Review by a specific body may be mandatory due to 
the setting in which the study is taking place. For example, any clinical trial 
recruiting individuals from NHS services in the UK will be required to be 
reviewed by the National (UK Health Departments) Research Ethics Service. 
The review is undertaken by one of the related RECs, and a single submis-
sion covers all centres (within the UK NHS). Any CTIMP or medical device 
trial (i.e. a clinical investigation of a medical device) must similarly be legally 
reviewed. As such, almost all clinical trials conducted in the UK will be legally 
required to be ethically reviewed. Even if not strictly legally required for all, 
this must still be the expectation. There is no reason to expect any less in other 
countries even if legally it is not enforced.

For most clinical trials, achieving a favourable ethical opinion might be 
seen to be in little doubt. While few could reasonably doubt the value of an 
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‘independent’ ethical review, the process can be somewhat daunting, time-​
consuming, and frustrating. The great ethical principle of protecting partici-
pants’ rights can become a somewhat bureaucratic process which investigators 
need to negotiate. Nevertheless, as we saw in Chapter 1, history regrettably 
demonstrates to us the need for legal boundaries to protect individuals’ rights 
(including in clinical trials). As such, ethical reviews need to be viewed by 
investigators as a key part of a healthy research process. While not ‘infallible’, 
submitting to the process demonstrates the intention to carry out research 
that follows GCP by the investigators (and sponsor) aside from the legal re-
quirement. Sometimes the review will identify a problem prior to study initi-
ation, perhaps even of a critical nature, which will enable the investigators to 
address it prior to commencement of recruitment.

Following data protection laws

Data protection laws also have an important impact upon the design and set-​
up of clinical trials. Sponsors and ethical review bodies will look to see that 
appropriate legislation is referred to and accounted for in the clinical trial pro-
cesses. In particular, they will scrutinize the patient consent process and the 
handling and retention of data. This area is particularly challenging for clin-
ical trials which will be conducted across multiple countries. All the respec-
tive legislation will need to be considered when formulating the approaches 
adopted in the clinical trial. Data sharing agreements will be needed between 
entities which can be time-​consuming to secure, and can lead to length delays, 
particularly across country borders (and correspondingly in and out of the 
EU).

In the UK, the key law regarding data is the Data Protection Act 2018, 
which replaced the earlier Data Protection Act 1998. This legislation trans-
lated the EU GDPR into UK law, and instituted the UK GDPR (14). These 
laws restrict the processing of personal data and require a legal basis for this 
activity. The key point to note is that medical data are classified as personal 
data. The legislation clearly specifies that personal data will need to be pro-
cessed in a particular and more restrictive way. Clinical trials clearly involve 
the ‘processing’ of personal data and therefore need to reflect the require-
ments. Furthermore, some data collected in clinical trials will be designated 
as being ‘special category data’. This is personal data that is viewed as par-
ticularly sensitive (e.g. information on genetic information, health, and sex 
life). To process personal data there must be a legal basis for its use, and in 
the case of special category data additional stipulations apply regarding the 
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legal basis. Overall, the basis of using personal data may be to meet other 
legal obligations such as safety reporting related to IMP use. It could also be 
to carry out a task in the public interest, one under the legitimate interest of 
the controller, one to be carried out upon scientific grounds, or with the data 
subject’s (i.e. the trial participant and any associated individuals for whom 
data is to be collected) explicit consent. This consent to use of personal data 
should not be confused with ‘informed consent’ to participate in the clinical 
trial which cannot be used as a ‘catch all’ consent for all activities from a data 
protection point of view. Therefore, clinical trial consent forms will typically 
have specific consents relevant to the processing of data, and particularly re-
garding data transfer to third parties.

Under the legislation it is important to define the data controller and data 
processors. The data controller (i.e. the sponsor, lead institution, and/​or 
investigators) has the obligation to ensure the data is processed accordingly. 
Data processors (those who process the data) act only under the authority of 
the data controller. If data can be anonymized (i.e. it is no longer possible to 
identify the subject), it will no longer be considered personal data under the 
GDPR. However, only at the very end of a trial, and even then, only in a lim-
ited way, could clinical trial data be rendered fully anonymized prior to use 
without markedly diluting its quality. Unfortunately, the GDPR has in many 
ways produced less clarity in terms of data protection requirement for clinical 
trials as is the case for other types of clinical research. Furthermore, different 
bodies applying essentially the same principles may come to a different con-
clusion about what is and what is not covered. Therefore, explicit consent for 
data processing (including collecting, and sharing data with other parties) is 
warranted whenever possible in addition to the application of any other legal 
basis, in order to be confident of the legal basis at the present time.

Investigational medicinal product clinical trial   
approval documentation

Obtaining specific approval for conducting a clinical trial of an IMP is re-
quired in many countries such as the UK, the US, and EU member states 
among others. Securing this approval requires along with perhaps the obvious 
clinical trial documents (e.g. trial protocol, care report forms, consent form, 
etc.), a number of other documents as part of the submission process. The key 
ones for an application to conduct a CTIMP in the UK (and EU) will be con-
sidered briefly below. Permission for this is called a CTA.
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Investigator’s brochure

The investigator’s brochure is a document that details the clinical and non-​
clinical data on the investigational products to be used in the clinical trial (17). 
The aim is to provide the investigators delivering the trial with the relevant 
information to understand the clinical processes related to the IMP use and 
safety monitoring processes. It should also allow them to assess the potential 
benefits and risks entailed in participation in the clinical trial. Additionally, 
it can provide information useful for the clinical management of individual 
patients involved in the clinical trial. The investigator’s brochure may require 
updating when additional relevant information becomes available (e.g. the 
findings from a new study using the IMP). Details included should relate to 
the specifics of non-​clinical studies, pharmacological (PK and PD) properties 
in animals, along with a summary of the effect of the IMP in humans covering 
pharmacological (PK and PD) properties and safety and efficacy information 
(e.g. dose–​response relationship).

Investigational medicinal product dossier

An IMP dossier is a document required to conduct a clinical trial of an IMP 
in the UK and the EU. This document summarizes information on the quality, 
manufacture, and control of the IMP as it will be used in the clinical trial (26). 
Typically, testing of the properties of the IMP are required in order to receive 
authorization for use in humans via a CTA application. What is required will 
vary according to the IMP development to date (i.e. phase of clinical trial to be 
undertaken). Where the IMP has marketing authorization and is being used 
in the same form for a covered indication and dose regimen, the summary of 
product characteristics (SmPC) may suffice instead of a separate IMP dossier.

Summary of product characteristics

For IMPs with marketing authorization, a SmPC (27) is included as part of the 
CTA application which will be used if the clinical trial is approved. The SmPC 
provides all details required to be able to use the IMP in clinical practice in-
cluding its brand name, composition and quantity of each active ingredient, 
form (e.g. tablet), clinical parameters, details on how it should be used or 
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taken, pharmacological properties (PK and PD), preclinical safety data, and 
pharmaceutical properties (e.g. storage and shelf life), among other things.

Manufacturing and import authorization

Documentation related to ensuring compliance with good manufacturing 
practice is also required as part of the CTA application. A UK site wishing to 
manufacture or assemble an IMP requires the manufacturer’s authorization. 
The corresponding documentation is called a MIA(IMP) (manufacturing 
and import authorization for an IMP). In EU countries an alternative licence 
is required. Where an IMP is not manufactured and authorized for use within 
the clinical trial host legal jurisdiction (e.g. UK or EU), importer authoriza-
tion will also be required to be demonstrated to receive a CTA. At least one 
‘qualified person’ (QP) will need to be named in the licence who is respon-
sible for ensuring every batch of the medicinal product has been manufac-
tured and/​or assembled and checked in accordance with legal requirements. 
To be the QP, an individual must meet specific professional requirements (e.g. 
a pharmacist who has membership of the Royal Pharmaceutical Society). In 
the UK there is an exemption (regulation 37) (3) for hospitals and health cen-
tres which do not require a specific MIA(IMP) for assembly (i.e. putting the 
manufactured IMP into a container, and/​or labelling it for use in the clinical 
trial) of an IMP, if used in a clinical trial and carried out under supervision of 
doctor or pharmacist. The specific IMP to be used in the clinical trial must be 
certified by the QP before it can be release for use in the clinical trial (this is 
called ‘QP release’).

IMP label

The design of the clinical trial study drug label must be submitted to the rel-
evant regulatory authority for assessment as part of the CTA. There are strict 
requirements for the information which is presented regarding the contact 
details for information on the product and clinical trial (e.g. if emergency 
unblinding is needed for a patient in a placebo-​controlled trial), the name of 
the IMP (and placebo/​comparator if a blinded trial), route of administration 
and dose (e.g. oral, one tablet twice daily), and clinical trial subject reference 
and/​or trial subject identifier. An example of a labelled bottle containing an 
IMP for use in a regulated clinical trial is shown in Figure 6.2 (28).
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Developing and finalizing the protocol

The receipt of approvals which we have considered in previous sections pre-
sumes the protocol for the clinical trial (or equivalently the ‘clinical investiga-
tional plan’ for medical device trials in the UK and EU) has been developed 
and finalized. In this section we consider some of the key aspects which will re-
quire further development and refinement as part of the process of producing 
a complete trial protocol ready for submission for approvals (sponsor, ethics, 
etc.). Having reached the point of setting up a clinical trial, the rough outline 
of the protocol will have been reviewed and refined and should be at the point 
where the research question the study is seeking to answer has been clearly 
thrashed out. Nevertheless, substantially more work is needed to turn a well-​
worked clinical trial proposal into an implementable protocol. The sponsor 
will often have a template for a protocol which they would like to be used. 
This may be specific to the study type (e.g. clinical trial of an IMP). Templates 
will vary in formats and heading and sections, some involving more repeti-
tion than others. Nevertheless, using such a template helps avoid unnecessary 
confusion as the sponsor’s reviewer will be familiar with it and it will help 
prevent omission of key information. An example of the table of contents for 

Figure 6.2  IMP label design used in the MACRO trial (28).
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a protocol is given in Figure 6.3. If this is compared to the SPIRIT (Standard 
Protocol Items: Recommendations for Interventional Trials) (29) checklist 
of 33 items for reporting in protocols, one can readily see many of the same 
items appearing. See Chapter 10 for consideration of reporting standards like 

STUDY PERSONNEL AND CONTACT DETAILS SAFETY EVENTS AND REPORTING
SYNOPSIS Definitions
ABBREVIATIONS Causality
STUDY BACKGROUND AND RATIONALE Study treatment related serious adverse 

events
Background Reporting of events
Rationale Protocol deviations

STUDY OBJECTIVES AND PURPOSE Serious breaches
Purpose ETHICAL AND REGULATORY ASPECTS
Primary objective Ethics committee and regulatory approvals
Secondary objectives Informed consent and participant 

Information
STUDY DESIGN Study documentation

Primary outcome Case report forms
Secondary outcomes Sample labelling
Safety outcomes Source documents
Stopping rules and discontinuation Data protection
Randomisation and blinding Record retention and archiving
Handling of randomisation codes and 
procedures for unblinding

Discontinuation of the study 

STUDY MANAGEMENT QUALITY ASSURANCE AND AUDIT
Study committees Risk assessment

Data monitoring and safety committee Study monitoring
Trial steering committee Quality assurance
Trial management group Insurance and indemnity

Study duration Study conduct
Participant involvement Reporting
End of the study USER AND PUBLIC INVOLVEMENT

RECRUITMENTAND WITHDRAWAL OF 
PARTICIPANTS

STUDY FINANCES

Recruitment process Funding 
Eligibility criteria Participant payments
Discontinuation of treatments or 
assessments

ARCHIVING

STUDY TREATMENTS REFERENCES
Treatment descriptions APPENDIX-PUBLICATION AND 

DISSEMINATION POLICY
Adherence
Criteria for terminating study
Transport and storage of the blood samples
Laboratory analyses

STATISTICAL METHODOLOGY
Statistical analysis plan
Approach and methods
Timing of analyses
Sample size and justification
Decision points
Stopping rules

Figure 6.3  Table of contents of protocol for a CTIMP.
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SPIRIT. However, it is worth noting that a protocol that is approvable by a 
sponsor will have more information on less academic but ethically and regu-
latory important topics. Such topics include data auditing, safety monitoring 
processes, and archiving of study data and documentation once the clinical 
trial closes. Furthermore, a sponsor may also have standard text applicable to 
their setting (or the typical settings for the clinical trials they sponsor). There 
has been a big shift in expectations for such aspects and how detailed proto-
cols should be over the last 30 years. The core protocol for the International 
Stroke Trial (IST) (30) conducted in the 1990s was only 24 pages long and 
included key trial documents. Protocols stretching to over 100 pages are not 
unheard of these days. If all protocol-​related documents are included such as 
information sheets, consent forms, and data collection forms, we could easily 
be talking about a few hundred pages for some clinical trials.

Having access to the approval protocol from a previously approved clinical 
trial can help save a lot of time when developing a protocol for a new clinical 
trial. There is the danger of ignorantly cutting and pasting which cannot be over-
emphasized. Clinical trial protocols are complex and trial specific. All elements 
need to be considered in light of each other to ensure they make sense, are ap-
propriate, and are implementable. Similarly, clear document control is vital as is 
review by all the key members of the investigator team and other relevant areas 
of expertise. Prior to confirmation of sponsorship, the sponsor will expect to be 
able to review a draft protocol in advance of review by regulatory bodies (e.g. 
ethical review boards or regulatory agencies such as the MHRA or the FDA). 
We consider below five key aspects of the clinical trial protocol: confirming the 
trial population, defining the trial treatments, scheduling trial follow-​up and as-
sessment, defining the trial outcomes, and safety data collection and reporting.

Key decisions in developing and finalizing the protocol

Trial population

A key step in moving from a trial proposal to an implementable protocol is 
clarifying the population of interest. The broad group of interest should by 
now be clear but in terms of implementing the protocol, an actionable set of 
criteria needs to be presented. This is typically done by identifying in the ‘in-
clusion criteria’ the general group of individuals (e.g. patients) of interest. A 
list of exclusion criteria is then used to exclude individuals from the inclusion 
criteria (i.e. individuals who met the inclusion criteria but who are thought 
not appropriate to take part in the study). A very common example is the 
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exclusion, not always for good reasons, of pregnant women from being eli-
gible to take part in a study even though they are otherwise suitable (i.e. met 
the inclusion criteria). If we return to the TOPKAT trial example, our main 
group of interest are patients with medial osteoarthritis of the knee (10). To be 
able to first identify this group we need to clarify the age range. For example, 
is it adults only, and if so, what is the youngest age we would be interested in, 
is it 16 or 18 years old? While osteoarthritis of the knee tends to be age related 
in that it is usually caused by wear and tear (e.g. older age and at least 40 years 
old) there can be rare exceptions where children get the disease. Therefore, we 
might insist upon participants being at least 16 years of age. This would also 
have the benefit of simplifying the consent process (even more so if we move 
to 18 years and above for the UK). It might seem clinically obvious that we 
would not include anyone younger than this to a surgeon and other medical 
professionals. However, it is important that the protocol is explicit in who is 
potentially eligible for the study. Furthermore, we also need to consider what 
we mean by someone having medial osteoarthritis of the knee. Ultimately, we 
are looking for someone with clinically diagnosed disease but we could accept 
any existing clinical diagnosis of medial knee osteoarthritis. Alternatively, we 
could stipulate that a particular test or tests have been part of the diagnosis 
(e.g. computed tomography or MRI scan assessment). Or we could require an 
additional scan as part of the eligibility process for the clinical trial (again with 
varying degrees of specificity in testing modalities) and the diagnosis process 
(local doctor and/​or centralized confirmation). Furthermore, we could also 
specify the period for which the patient has had a clinical diagnosis of medial 
knee osteoarthritis. Another consideration is about related physiology of the 
knee and whether restrictions are needed (e.g. is only isolated medial oste-
oarthritis acceptable?). As the comparison is between partial and total knee 
replacement this would seem a natural choice. Other choices relate to the ge-
neral condition of the knee, with choices to be made about stipulations re-
garding the state of the knee cartilage and ligaments. Finally, there needs to be 
a decision about whether a clinical assessment (local or centralized) of suita-
bility for surgery and/​or basic fitness criteria for surgery (American Society of 
Anesthesiologists grade of 1 or 2, i.e. otherwise healthy patient or at most has 
only a mild systemic disease) will be required. These choices all have implica-
tions for the recruitment of patients. They affect the number who will meet the 
criteria, and the timing of when potential patients will need to be approached 
in their care pathway. They also affect the practicality of implementing the re-
cruitment strategy at various centres which may have rather different systems 
for the care of patients.
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Having defined the inclusion population, we turn our attention to the ex-
clusion criteria. We could also think about what prior treatment individuals 
need to have had prior to participating in the clinical trial. If someone has 
had prior surgery on the knee, are they suitable to take part in the clinical 
trial? As revision surgery is generally considered to be substantially more dif-
ficult than primary surgery, we might wish to exclude such patients. Injury 
to the other (lateral) side of the knee might also be considered an exclusion 
to having a partial knee replacement and therefore might be excluded. Other 
common areas of exclusion are those individuals who have related and com-
plicated conditions, such as other types of arthritis or inflammatory diseases, 
or problems with their foot, hip or spine that make assessment of the knee 
challenging. Finally, we might wish to exclude those who for various reasons 
may not be likely to fulfil the required commitments of participation in the 
study (e.g. visits to the hospital due to residential location, inability to com-
plete questionnaires, etc.). All of these exclusions can be reasonable, as are 
potentially others. However, each additional criterion makes the eligibility as-
sessment process more complicated, time-​consuming, and also reduces the 
pool of potential participants available to recruit to the study. Some specific 
requirements have a greater impact than others and as far as possible this 
should be assessed upfront. For other types of treatments, a similar process 
to the above will need to be undertaken. IMPs or other drugs will often have 
other drugs or substances with which they are known to work less well with 
or might lead to an increased risk of an adverse event (i.e. there are ‘contrain-
dications’). For example, simvastatin, a statin drug taken to lower cholesterol 
levels in the blood, interacts with grapefruit juice, thereby increasing the level 
of the drug in the blood (31,32). It is also common to exclude those who have 
previously received the drug being evaluated in the trial (if it is already avail-
able for medical use). Use of another drug that acts in the same way might also 
exclude individuals for a period thought to be sufficient to allow its effect to 
fully dissipate. This might cover both prior to and (as far is clinically appro-
priate) during the clinical trial. For each IMP or drug, careful consideration 
is needed of what is known about it and whether there are individuals, oth-
erwise suitable for participation, who should not be involved. In general, the 
exclusions will reduce as the phase of the trial increases from 1 to 3; the excep-
tion being phase 1 first-​in-​human trials which may have health volunteers so 
potentially representing a large proportion of society. Phase 1 and 2 trials of 
efficacy often have fairly strict inclusion criteria. The phase 3 trial typically has 
a much broader, more inclusive population, preferably reflective, at least in 
part of potential clinical practice and use (current or future use if an IMP that 
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is currently unlicensed is used beyond approved indications). Needless to say, 
the more narrow the focus on the inclusion and exclusion criteria, the less di-
rect applicability the findings of the clinical trials will likely have.

Treatment definitions

The approach to defining the intervention and control will vary according to 
the type of treatment (e.g. drug versus surgery) and trial (CTIMP versus other 
drug-​like products, e.g. vitamin and food supplements). An additional level 
of detail will likely be required for a protocol over a trial proposal in terms of 
how the intervention and control will be delivered. We will briefly define the 
treatments according to different treatment types.

IMP and other drug treatments
For an IMP (and any placebo or alternative IMP used within the trial), the 
protocol will need to provide explicit details about what it contains, the form 
it comes in, and how it is to be given to the participants. This will have to re-
flect the study design, and for a dose-​escalation study or one with different 
does potentially given to participants, the process of determining which dose 
and how it is delivered needs to be clearly specified. The dose level to be used 
in a new participant may be based upon the occurrence of toxicity adverse 
events observed in previously recruited participants. The protocol should also 
clearly state the source of the IMP, its manufacture, distribution, and storage 
requirements, and reference as appropriate a MIA(IMP) and other relevant 
documents (such as SmPC, investigator’s brochure, IMP dossier, etc.). The 
responsibilities related to ensuring the safe and secure storage and use of the 
IMP across different centres will need to be clearly stated. Typically this would 
be the responsibility of the centre’s principal investigator (PI). This individual 
is the lead researcher on the study at the centre though they may delegate the 
responsibility regarding storage and use of the IMP to a pharmacist at the local 
centre, or equivalently qualified individual. How such delegation of duties will 
be recorded must be stated including use of a log or alternative. Furthermore, 
clear statements on the shipping arrangements need to be provided or refer-
ence made to a document which does (e.g. a summary of drug arrangements). 
The process of dispatching an IMP, and how replacement IMPs would be pro-
vided need to be clarified. In addition, the responsibility for monitoring the 
storage to ensure it is appropriate, and how any unused IMP will be disposed 
of, needs to be considered. Monitoring processes for use (where applicable, 
e.g. if participants are provided tablets or injections to take at home) should be 
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stated. If a placebo is being used (or the product is not likely to be identifiable 
to participants or health professionals), a clear process for ‘unblinding’, that 
is, revealing the treatment received by a participant for an emergency situa-
tion, will be required. This needs to be readily available at any point during 
the trial as and when required. However, it also needs to be done in a way so 
as to record what was done. Additionally, it should not ‘unblind’ more than is 
strictly necessary to avoid undermining this aspect of the trial design beyond 
what is required. The potential need to ‘unblind’ will vary greatly according 
to the IMP, the population on which it is being used, and the phase of trial. 
The protocol needs to reference the approach and relevant documentation. 
As far as possible using centre-​specific names and details should be avoided 
in detailing processes to ensure the set-​up is implementable across multiple 
research centres, and to avoid requiring modification due to the procedures 
and infrastructure of specific centres. Finally, the process of participant care 
and how it relates to standard care following the completion of the treatment 
needs to be clearly stated to ensure patient safety and prevent any gaps in clin-
ical oversight.

For other drug (but not IMP) treatments, the same general approach as 
above will be needed with similar specifics. If the drug is not considered an 
IMP some of the aforementioned documents may not be required. However, 
issues such as storage, handling, dispatch, and manufacture could still apply 
though conditions may be much less onerous and there may be much more 
flexibility about who handles what. Documentation of the key steps will still 
be needed and clearly specified in the protocol.

Non-​drug treatments
Non-​drug treatments come in a wonderful variety (33). In our examples we 
have already considered knee surgery but other notable examples include 
physiotherapy (physical therapy) and psychological treatments such as cog-
nitive behaviour therapy, among others. The lack of adequate specification of 
these treatments in clinical trial protocols is common. While it is improving, 
this has been a consistently problematic area of conduct and reporting of clin-
ical trials. To understand how bad it can be, we can consider an example trial 
which compared medical and surgical management provided in the trial re-
port (published in a leading medical journal and for the time a well-​conducted 
study): a single sentence stated that the surgery was either ‘saphenous-​vein 
graft or internal mammary artery’ with no reference to the surgeon or setting 
(34). Two common distinctions between drug-​ and non-​drug-​based treat-
ments are the importance of the deliverer, and the level of variability between 
instances of the treatment due to patient-​related or operator preferences and 

 



156  An Introduction to Clinical Trials

choices. Fortunately, there are a number of helpful guides on evaluating and 
reporting these types of treatments, and relevant levels of specification (35–​
37). While strictly speaking a reporting guide (reporting being an aspect of 
clinical trials we will consider in more details in Chapter 10), the template for 
intervention description and replication (TIDieR) (38) checklist and guide, 
with its aim of improving replicability, is also a useful reference not only for 
trials of non-​drug treatments, but also for drug trials (particularly of drugs 
with marketing approval). The latter sometimes similarly fail to clearly report 
the intervention and control in a way that makes clear what has been, and 
should be, done if one were to apply it in clinical practice.

Outcome specification

In Chapter 2 we considered briefly the outcome of primary outcome. However, 
for the protocol we need to provide a full list of outcomes to be collected and 
assessed. Returning to our knee surgery example, it is not enough to state the 
primary outcome will be patient-​assessed pain and function, and provide a 
list of secondary outcomes of interest. We need to be explicit about how each 
outcome will be assessed. For example, in the TOPKAT trial (39), the primary 
outcome was the OKS, which is made up of 12 questions that are completed by 
patients, each with five levels of response. The final score ranges from 0 to 48 
(each question response ranges from 0 to 4 and a higher response indicates a 
better response). When choosing specific tools or methods to assess the out-
come, a number of aspects need to be considered. First, will it measure what 
is truly of interest? How reliable is the measurement? How readily can it be 
measured? Is any specific expertise or equipment required, and how easily can 
it be interpreted? In the OKS we have a questionnaire designed to be easily 
filled in by patients, that can be completed in about 5–​10 minutes, has high 
completion rates, and has been shown to be reliable (40). Here we have con-
sidered the main aspects of interest, but there are increasingly extensive and 
elaborate approaches to assessing properties for questionnaire-​based quality 
of life outcomes (41). In addition to the primary outcome, we will want to 
include a number of secondary outcomes. These need to cover both other 
benefits (positive effects) of the two operations and also any potential harms 
(negative effects). Reference should be made to any published core outcome 
set (set of outcome recommended to include in a phase 3 trial) for this clin-
ical area to be included in clinical trials (42). Other types of knee assessments 
could be considered, including those which include more ‘objective’ assess-
ments based upon range of motion, alignment, and stability of the knee in 
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a quantitative sense (e.g. American Knee Society Score (43)). Complications 
arising from the operation and the need for further treatment, particularly 
surgery, will clearly be of interest. We might also want a more generic assess-
ment of health such as the use of a EuroQol-​5D questionnaire, perhaps the 
five-​level version (44). All of the outcomes need to be clearly specified in the 
protocol in a way that can be implemented consistently and practically at all 
study centres. We will consider the associated data collection and monitoring 
in Chapter 7.

Scheduling trial follow-​up and assessments

Having considered the population, the treatments and the outcomes in more 
detail we now need to think more about the scheduling of the follow-​up and 
assessments. To ensure only appropriate individuals are included in a study, 
a process of screening is typically required prior to confirmation of eligi-
bility and consenting prospective participants. Screening may require addi-
tional tests to be carried out. Any such tests and assessments will need to be 
scheduled and may well require an initial consent to screen prior to formally 
consenting an individual (i.e. asking an individual if they wish to take part 
in the study). For most studies recruitment happens over a sustained period 
of time and is carried out at research centres as potentially eligible partici-
pants are identified as part of routine medical care. Much less commonly, a 
pool of potential participants may already exist who can be approached al-
most simultaneously. Either way, the timing of any assessments need to be 
carefully planned according to how the potential participants are identified 
and approached. The timing of consent needs to be aligned so that all required 
checks of eligibility are completed and the results available, so that the con-
senting process can proceed.

Collection of key data on the participants needs to be planned for those 
who consent to take part (or for whom permission to participate is received), 
and who enter the study. The corresponding follow-​up visits and assessment 
points need to be specified at the relevant time points. The scientifically op-
timal and most convenient way to conduct the follow-​up is to have follow-​up 
timed from the formal study entry (e.g. randomization in an RCT). This sets a 
consistent point in time for all participants. Baseline data is usually collected 
immediately on entry and prior to receipt of the treatments (and randomiza-
tion if an RCT). There are, however, a number of practical constraints upon 
what follow-​up can realistically be implemented and when. Participants will 
not typically be able, or wish, to regularly visit a healthcare centre if it is not 
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linked to their general care. Research conducted around existing healthcare 
(e.g. most phase 3 trials) will be subsequently constrained by the availability of 
staff. Sufficient funding, which is mostly the preserve of trials sponsored and 
funded by commercial companies, may ease some structural constraints (e.g. 
providing for the use of exclusive facilities). However, there will still likely be 
restrictions on the availability of specialized staff (e.g. senior medical doctors) 
to undertake specific examinations. The follow-​up schedules therefore need 
to be carefully considered for practicality and implementability, with more 
centres required typically leading to the need for more flexible and less on-
erous requirements. Related additional clinical care requirements (e.g. extra 
physiotherapy), even if adequately compensated, will have related pressures 
that may restrict the availability of tests, particularly those requiring special-
ized equipment and technical staff.

The pattern of follow-​up needs to reflect the key research question the study 
is seeking to address though follow-​up may in reality be a compromise be-
tween what is scientifically desirable and what can be achieved (at least in 
principle) for all patients. Therefore, the number and length of visits needs 
to be considered along with the time commitment and other obligations on 
the participants. For phase 1 trials recruiting health volunteers, substantial fi-
nancial compensation is common given the expectation may be of, at least in-
itially, hourly measurements continuing daily for perhaps a few weeks which 
may require a residential stay during the intensive follow-​up period. For clin-
ical trials involving patients receiving treatments already available in clinical 
care in phase 3 trials or equivalent, the closer the follow-​up schedule is to rou-
tine clinical care, the easier it is to implement. For example, if patients typi-
cally are reviewed at the hospital 3 months after their treatment, then aligning 
the research visit and any associated additional testing and hospital-​led data 
collection is more convenient for the participants than having to have a sepa-
rate research visit on another day. It is important to make sure the collection 
of the primary outcome data is prioritized along with adequate procedures for 
collecting safety data.

Safety data collection and reporting

In addition to the specified outcomes which will typically include most or all 
anticipated harms which might affect a participant, a process for collecting 
any safety-​related issues is needed. In the context of CTIMPS, this is called 
pharmacovigilance. Pharmacovigilance also continues in a different form for 
licensed IMPs outside of clinical trials. Beyond IMPs, collection of relevant 
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safety data is still critical. It is important to note that relevant data are needed 
to be collected and assessed as a safety event irrespective of whether the event 
might be collected otherwise as an outcome. For example, all-​cause mortality 
is a common outcome, particularly in oncology trials. Nevertheless, each 
death needs to be assessed as a safety event even though it may also be an out-
come event (45). There is a clear difference in expectations and terminology 
regarding whether a trial is evaluating an IMP or not (i.e. the trial is a CTIMP 
or not). Most of the language used in discussing safety reporting and assess-
ment are made with the presumption that an IMP or other drug-​like product 
is being evaluated. A distinction is made between an adverse event and an 
adverse reaction: the latter is considered related to an IMP, the former may 
not be. The legal definition in the UK (and EU) in CTIMP legislation defines 
an ‘adverse event’ as ‘any untoward medical occurrence in a subject to whom 
a medicinal product has been administered, including occurrences which are 
not necessarily caused by or related to that product’ (3). Whereas an ‘adverse 
reaction’ is more narrowly defined as ‘the means any untoward and unin-
tended response in a subject to an investigational medicinal product which is 
related to any dose administered to that subject’ (3). These definitions cover 
everything from the mildest to the most extreme, but possible, safety events. 
Each clinical trial therefore needs to be considered carefully in terms of the 
potential risk to participants. What is currently known about the treatments 
being evaluated, what is addressed within any related routine care, what can 
be expected, and how any unexpected event will be identified and escalated 
appropriately, need consideration. A process to log safety events at any point 
in the participants’ involvement in the trial is needed.

Key pieces of information need to be collected for safety events. These in-
clude a description of what occurred and when, and whether the event is of 
an unexpected nature or not (e.g. some drug reactions will be anticipated 
but hoped to be rare or at least no more common than alternative drugs). 
Furthermore, the severity of the event, and whether it might be related to the 
trial treatments or the participants’ more general involvement in the trial or 
not should be assessed. Any treatment received due to the event along with 
the final resolution should be recorded. Severity is assessed with regard to its 
impact and events which are fatal, life-​threatening, lead to hospitalization 
or the prolongation of an existing hospitalization, result in persistent or sig-
nificant disability or incapacity, or lead to congenital abnormality or birth 
defect are automatically considered ‘severe’ in the UK and the EU. Events 
which are thought to be related to the trial treatments or trial participation, 
as well as considered ‘severe’ are of most concern. This is particularly true for 
those which are ‘unexpected’ if it is also severe and potentially related to the 
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study drug (potential ‘causality’ due to the IMP). In the UK and EU, these 
are called a ‘suspected unexpected serious adverse response’ (SUSAR), and 
in the US there are equivalent procedures to deal with this special type of ad-
verse responses (3,45,46). ‘Unexpected’ would be considered in light of those 
events stated to be known adverse events in the investigator’s brochure (or 
SmPC if the drug has marketing authorization), not that it is ‘unlikely’ or ‘un-
common’. For trials of non-​IMPs, a list of expected events would normally be 
listed in the protocol or in a related document and referenced accordingly to 
avoid considering any adverse event as one that needs to be reported on and 
addressed in an urgent manner.

An early phase trial will be anticipated to collect more information on ad-
verse events reflecting that less will be known about the impact of the inter-
vention(s) under evaluation. Sponsors will be responsible for taking action 
to address any unforeseen but immediate hazard to the health or safety of 
participants related to their participation. For a trial of an IMP, there will 
typically be strict timelines for reporting to the ethical review body, and the 
relevant regulatory approval body. For example, in the UK a life-​threatening 
or SUSAR that results in a death must be reported to the MHRA with 7 days 
of the investigator being aware of it (47), or for other SUSAR events within 
15 days (3). In order to meet such a timetable, sponsor and host institutions 
may have tighter reporting windows (e.g. 24 or 48 hours). For other types of 
clinical trials conducted in the UK, these will almost certainly require eth-
ical review by the National Research Ethics Service. Accordingly, any serious 
adverse event which is considered to be potentially related to the study and 
unexpected would similarly be expected to be reported promptly (e.g. within 
15 days). Aside from the reporting of some events of particular concern, it 
may be necessary to take urgent safety measures in order to protect study 
participants without prior authorization from a regulatory body though rel-
evant bodies would be expected to be notified immediately of the change. 
In addition to the expedited reporting, there will be expectations regarding 
reporting of expected, and/​or other non-​life threatening, events of a serious 
nature. For example, the relevant ethical board may require annual reporting 
of progress including the occurrence of safety events (as RECs operating 
under the NHS’s National Ethics Review Service do). CTIMPs with MHRA 
approval are required to complete an annual safety form (development safety 
update report) (47). The process for handing both expedited and regular 
safety reporting should be detailed in the protocol including how, and by 
whom, categorizations will be made, and how regularly they will be reported 
to relevant bodies.
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Setting up research centres

Once the protocol is developed and overall regulatory approvals are in place 
(e.g. MHRA, ethics, and sponsor), the process of setting up research centres 
(or sites as they are sometimes called) can begin. Preliminary work of scoping 
out potential centres needs to begin early in the set-​up process if not even 
earlier (e.g. as part of preparing a funding proposal) and not left until this 
point. Ultimately, it is only with the completeness of the set-​up, the activation 
of recruitment at that centre, and indeed recruitment of participants from a 
centre, do we ultimately find out if the centre was a good choice or not. There 
are many problems and stumbling blocks in the way between a positive initial 
response from a centre declaring an interest in being involved, and a centre 
which is open for recruitment, let alone actively recruiting. The process, like 
other areas of clinical trials, has become increasingly bureaucratic over the 
last 20 years with little sign of that changing in the near future. This has been 
driven by an understandable concern for patient safety leading to a desire to 
ensure everything is in order prior to activating the centre. Another limiting 
step is the need for contracting and that each organization wants to ensure 
it is sufficiently protected. Specific documentation and processes will vary 
depending upon the clinical trial type (CTIMP, medical device, or other clin-
ical trial), the sponsor’s requirements, and the research centre’s own processes.

Key tasks in setting up a new centre

	 •	 Appointment of a PI at the centre. One individual is usually required to 
be named who takes overall responsibility for the centre’s involvement in 
the clinical trial. This individual will normally be a senior medical doctor 
with appropriate specialization (e.g. orthopaedic surgeon for a trial of 
knee surgery).

	 •	 Relevant approvals for the centre’s participation have been agreed (e.g. 
an agreement between sponsor and centre detailing responsibilities). A 
study-​specific confidentiality agreement may be requested.

	 •	 Collation of documentation to confirm suitability of the PI and other 
key centre staff (e.g. CV, medical certification/​registration numbers). 
Evidence of specific insurance may also be required.

	 •	 Confirmation that any centre-​specific materials (e.g. modified patient 
information sheets with different contact details, possibly different 
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information related to trial processes like advertisements) have appro-
priate approval.

	 •	 Specific responsibilities within the centre to complete relevant trial-​  
related activities will need to be confirmed. While the PI will retain overall 
responsibility for the involvement of the centre in the clinical trial, spe-
cific tasks will usual be delegated or shared with a number of other staff 
members at each centre. For example, the process of introducing patients 
to the study, confirming patient eligibility, and overseeing consent and 
completion of care report forms may well be handled in part or fully by 
other members of staff (e.g. centre research coordinator appointed to the 
clinical trial) for at least some patients. Accordingly, a centre delegation 
log can be used to record the names, roles, and responsibilities of such 
individuals.

	 •	 Confirmation that all relevant materials (including the IMP) have been 
provided to the centre and are being stored appropriately.

	 •	 Providing a process of training relevant centre staff about the clinical 
trial objectives, relevant clinical trial processes (e.g. trial-​specific oper-
ating processes related to administering the intervention), documen-
tation (e.g. patient information leaflet for prospective participants, 
consent form, and centre completed and relevant participant com-
pleted forms), and systems (e.g. database) with which they will need to 
interact.

Making changes to the study once approved

It is common for some changes to be made to a clinical trial during its con-
duct. Key personnel may change, processes might need to be refined, or new 
processes may be introduced. The locations in which the trial is running may 
change with new centres initiated and others ceased. Alternatively, more fun-
damental changes to the scientific design might be needed due to new evi-
dence from recently published studies. For example, a new outcome might 
be introduced, or less commonly the treatments under evaluation need 
some adjustment. Such changes, like the original protocol, require appro-
priate approvals as the original approvals are for the study to be conducted 
as submitted. For an IMP trial, any changes to the protocol or related docu-
mentation (e.g. care report form) will require notification to the MHRA (or 
FDA in the US for the equivalent type of trial) outlining what the changes 
are, clearly stating how wording has changed between versions, the reasons 
for the changes, and relevant supporting documentation (e.g. summaries of 

 



Setting up a clinical trial  163

relevant data showing a problem such as missing data). The only exception to 
this, as noted earlier, is the implementation of urgent safety measures which 
can be implemented without prior approval though immediate notification of 
the relevant body is required. Perhaps less intuitively, stopping, suspending, 
or restarting a trial all also require notification to the relevant regulatory body, 
and in a similar manner the reasoning for doing so needs to be made clear. 
Finally, a declaration of the end of the study is required by relevant bodies. For 
CTIMPs and medical device clinical trials in the UK, both the MHRA and the 
REC will need to be notified of the end of the study. Other bodies may also 
need to be notified. As before, officially the sponsor is responsible for doing 
so but in practice the task is often delegated to other individuals. The sponsor 
will therefore need to be keep informed and engaged in the process of making 
any changes to the study.

Summary

Setting up a clinical trial is a daunting and increasingly complex task. In ge-
neral, it is no longer the endeavour of a small number of investigators and 
instead requires a large team with a range of expertise. Having experience in 
study set-​up and navigating regulatory approvals is key to keeping to schedule. 
Working with an experienced trials group (e.g. clinical trials unit in the UK or 
coordinating centre in the US) with a track record of delivery will ease the 
path for a new or relatively inexperienced clinical investigator seeking to lead 
their first clinical trial. Different types of clinical trials (phases, treatments, 
and study design) may require investigators and research support staff with 
fairly specific skills and expertise. A key step in the set-​up is the process of 
converting a trial proposal into the finalized protocol. This requires care and 
attention to detail to address the scientific specifics of design, the practical-
ities of implementation, and also to ensure there is appropriate safeguarding 
of participants and their data.
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7
Data collection and monitoring in   
a clinical trial

Statistical analysis of poor data is tantamount to attempting to make 
a silk purse out of a sow’s ear.

Walter Modell and Raymond Houde, 1958 (1,2)

Data, data, and more data

In Chapter 6 we considered the process of setting up a clinical trial including seek-
ing the appropriate approvals needed to conduct the study. Here we return to the 
process of data collection, and ensuring all the data needed for the clinical trial 
(whether for monitoring, analysis, reporting, or interpretation) are being gath-
ered. Along with the protocol, a substantial number of different forms (whether 
electronic or paper) will be needed to gather the relevant information required 
for the clinical trial. Furthermore, a database in which the trial data will be stored 
will also be needed. Before getting into the detail it is worth emphasizing that a 
clinical trial can only be as good as its data. It does not matter how well designed 
it is if the data are not available, appropriate, and of sufficient quality—​it is to 
no avail. Data collection and monitoring is a critical stage in delivering a clin-
ical trial; the approach should be tailored to reflect the objectives of the clinical 
trial. The overarching aim should be to ensure as far as possible the critical data 
are collected, missing data are minimized, and the data collected are accurate. 
We now consider in turn the different potential sources from which data may be 
collected, setting up the database we will need to store the data, how to plan to 
minimize missing data, and data monitoring, including interim analyses of data.

Data collection

Data sources

Data can be received from a variety of sources though typically most data 
comes from study-​specific forms called case report forms (CRFs) which 
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collect data on the participants. Other relevant sources of data include patient 
medical records, laboratory test reports, and imaging scans or other outputs 
of medical devices and tests. Participant blood samples may be taken on site 
but then sent to a laboratory for analysis. Alternatively, an imaging scan may 
be carried out at the trial centre (e.g. X-​ray) but the output is sent for central 
review to ensure appropriate and standardized assessment. It is also common 
for key, more subjective assessments of clinical events (e.g. cardiovascular 
event) to be performed initially at the trial centre but for the assessment to 
be ‘verified’ or ‘adjudicated’ by a central review process. Each of the different 
processes will need to be addressed appropriately so that the required data are 
available for auditing, analysis, and reporting purposes. Unlike most clinical 
data which will be handled individually for each participant, data from such 
sources may well be dealt with in batches. The frequency and the nature of 
any corresponding data transfers need to be agreed in advance. Irrespective of 
where the data comes from, a key decision to be made is the degree to which 
the original information is collected and stored centrally at the trial office. See 
Chapter 8 for consideration of the administration of clinical trials including 
maintaining the trial master file (TMF). Commonly, the key data of interest 
are extracted from data sources by appropriately trained individuals, re-
corded onto a CRF (typically a paper one), and then later entered into the trial 
database.

One of the unfulfilled hopes in academic clinical trials over the last 10 years 
or so has been the utilization of routine data sources for clinical trial outcome 
follow-​up. In one sense, use of ‘routinely collected data’ is not new as from 
early on clinical trials have made use of medical records to collect data re-
lated to patients. The main distinction is that these would then be reviewed 
to extract the data of interest, which was then transferred on to a trial CRF, or 
more recently entered directly into the trial database. Healthcare institutions 
are increasingly using electronic system to record not only diagnoses and use 
of treatments but also to a lesser extent health system quality measures and 
clinical outcomes. The ability to link trial participants to this data source so 
that the data do not need to be collected afresh for the clinical trial is attrac-
tive from a cost-​ and time-​efficiency perspective. However, to date there has 
been limited use in clinical trials, and it is not used in trials intended to be 
part of a regulatory submission due to the difficulties in providing a full audit 
record, and to be able to fully ensure data quality. Furthermore, systems have 
tended to work in insolation making it difficult to implement across multiple 
sites. In the UK, there are routine data collection systems for England, Wales, 
and Scotland which record hospital and outpatient usage (3–​5). An increasing 
number of primary care (family doctor) practices contribute data to a large 
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database called the Clinical Practice Research Datalink (CPRD) with data 
on over 15 million patients (6). Death data are available UK wide from the 
Office of National Statistics, and other specialist databases often link to it to 
incorporate these data on the relevant people (6). While containing data on a 
very large numbers of individuals, the data are relatively shallow for most clin-
ical conditions, and outcome data are very limited. Clinical registries (such 
as the National Hip Fracture Database in the UK) can be a richer source of 
data on the relevant clinical populations for clinical trials (7). This very much 
varies according to the clinical area, and the specific research question of in-
terest (e.g. only limited short-​term outcomes are often available). Patient-​  
reported and quality of life outcomes tend to rarely be routinely collected and 
where they are, they are often not to a sufficient standard to be useful (e.g. low 
responses rates of 50% or less). There are some exceptions, and a number of the 
COVID-​19 trials have made greater use of routine data from healthcare sys-
tems and relevant clinical registries (e.g. RECOVERY in the UK (8)) though 
this reflects the key outcomes focused on (e.g. mortality and hospitalization).

Determining what study data collection tools are needed

There is a fairly standard set of forms which are tailored to a specific trial to 
collect data related to specific trial events. These are the consent form, with-
drawal form, adverse event form, and death notification form. In addition, 
there will be a number of forms for collecting key data at the specific time 
point of interests for participants. Sometimes the same form can be used for 
multiple time points, but mostly (even though much of the information is 
similar to another form) a specific form is needed due to the additional col-
lection of further data points, and differences in the time gap between the 
points of data collection. Finally, there will sometimes be one-​off disease or 
treatment event-​related forms that may be required. For example, in a sur-
gical trial, specific details related to any further operations might be collected 
on a specific form which is only completed for patients who go on to have a 
further operation. Alternatively, patients who have a flare-​up in their condi-
tion (e.g. asthma) might be requested to complete a form related to it. Both of 
these forms relate to events that may or may not happen to a participant, and 
if they do, it will be at different points in the follow-​up. Therefore, the process 
of dealing with such forms has to be different from that for the routine CRFs.

A key step in the process is thinking through the different pathways that 
patients could go through and ensuring that no key events or vital pieces of in-
formation will be missed if the planned processes are followed. For the initial 
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approach and assessment of eligibility we need to ask how patients are to be 
identified, is any pre-​screening assessment needed, and once screened, when 
and how is eligibility to be confirmed? Furthermore, we want to know how the 
consent process will be implemented, how consent will be recorded, and what 
information should be collected at the time of consent for those who have 
agreed to take part. Once an individual has consented to be in the study, how 
will their baseline data be collected, how will data on the treatment received 
be collected, and when and how are outcomes to be assessed? All of these 
questions need a clear answer. All data that needs to be collected have to have 
an associated paper form or another trial data source on which it is recorded 
(e.g. it could be directly entered into the trial database immediately after a 
measurement is taken). The protocol and associated trial-​specific guidance 
accordingly needs to clarify which study forms are needed, who will complete 
then, and when they are to be completed.

Creating the case report forms and other trial data   
collection tools

Once the list of CRFs and other trial forms (e.g. screening and consent) and 
data entry tools have been confirmed, each form will need to be created. Care 
and attention are needed to make the form as self-​explanatory as possible, and 
quick and easy to complete. Deciding what data can reasonably be collected 
on the same CRF with regard to length of form, the availability of informa-
tion to complete at the same point in the participant’s journey in the study, 
and who will complete the form are also key considerations. This process of 
generating the CRFs may well identify problems with the planned approach 
and may lead to some changes in which form specific data are collected on. 
It could lead to the creation of new forms to produce a smooth and complete 
data collection process.

All drafted CRFs and other forms need to undergo a review process before 
they are sent for formal ethical review and use in a clinical trial. The level of 
understanding that can be taken for granted will vary depending upon who is 
completing the form. Any participant-​completed form needs particular care 
in generation to avoid the unnecessary use of jargon, or to collect data in a 
way that may exclude patients who have less knowledge about their condition. 
Having the form read through by someone external to the trial team is partic-
ularly helpful. Any ‘patient-​facing’ forms would benefit from being reviewed 
by patients with the same or a similar condition, or other members of the 
public. The ideal form is one that can be completed by one individual in a 
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single sitting in the intuitive order, that is, front to back on a paper form, or top 
to bottom if completed electronically. The need to backtrack or check other 
sections of the form should be avoided as far as possible. A form that needs to 
be returned to alter as some data cannot be completed the first time is more 
likely to be returned late, partially completed, or not completed at all. Where 
more than one individual’s input is required (e.g. there is a pathologist’s sec-
tion as well as a research nurse’s), distinct sections that are clearly labelled are 
needed to make it obvious for the relevant individuals what they should com-
plete. If substantial input is needed from two or more individuals, separate 
forms might be the better option.

As with many things in life, the art of producing CRFs lies in finding a bal-
ance between collecting all the key information needed for the trial while 
resisting the urge to collect other, interesting information, that is not strictly 
needed. Overall, less is often more, as less to be collected makes correct com-
pletion of the form more likely, and it also makes the process of producing the 
CRF, setting up and testing the database, and cleaning the corresponding data 
quicker. As the process of setting up clinical trials has become more process 
driven, the impact of additional data adds up. Increasingly, electronic data 
collection is being used in clinical trials, that is, an electronic CRF (eCRF), as 
opposed to a hard copy (paper) CRF. While the digital revolution has changed 
many things greatly, and in many ways for the better, the shift to electronic 
data collection in clinical trials has been much slower and less successful than 
many initially anticipated. Getting something that works for everyone has 
been difficult (e.g. working and appearing well on a smart phone, tablet, as 
well as desktop computers). Making the most of the advantages of electronic 
data collection can be more time-​consuming when setting up the system (e.g. 
automatic data range checks, hiding questions, and skipping sections based 
upon previous responses). The same general considerations in CRF develop-
ment apply to electronic forms though checks of accessibility and testing need 
to be adapted to the format. We will consider this further as we think about 
setting the clinical trial database.

Setting up the clinical trial database

Typically, clinical trials will have their own database set-​up specifically for 
the clinical trial. While many aspects may be common between trials, clin-
ical trials are unique projects and vary in subtle ways regarding the data re-
quired and the processes to be followed. How the data will be stored needs 
to be considered early in the set-​up process. A range of systems can be used 
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to collect, manage, analyse, and report clinical trial data ranging from using 
basic spreadsheet (e.g. Microsoft Excel) through to comprehensive and be-
spoke databases (e.g. set-​up using REDCaP, OpenClinica, or Oracle plat-
form). The choice will depend upon the specific trial and the financial and 
host institution resources available. Increasingly, more in-​depth processes 
of recording changes to the data are required for auditing purposes. Clinical 
trials that are conducted with a view to producing evidence for a regulatory 
approval application (such as a CTIMP evaluating an IMP without marketing 
approval) need to meet particularly high requirements for data verification 
and auditing by regulators. Therefore a database system that logs exactly when 
changes are made, by whom, and what the changes were is needed. This pro-
vides a clear audit trial available to be viewed by those who may be interested. 
Given the amount of data being collected some changes to the data are inev-
itable. Human error when entering data may be identified later through an 
audit review as the value may be obviously out of range, or be impossible via 
cross-​checking with related data. For example, incompatible dates might be 
identified where an IMP was supposedly being received before the patient 
entered the study due to mis-​entry of the date.

The advantages of electronic data collection are obvious: no need for an in-
termediary, and any potential misunderstanding, and no human error from 
subsequent data entry. Data systems can have checks implemented to ensure 
critical fields are completed, or values fall within credible ranges (e.g. follow-​
up data collection dates are post baseline). Some fields which are only relevant 
based upon a previous answer can be automatically skipped. Each of these 
steps and rules needs to be stipulated. However, there has been a number of 
obstacles to its regular use, as accessibility of IT equipment (e.g. a charged 
tablet or laptop) as and when needed brings some practical challenges and 
potentially the need for trial-​specific equipment. Ensuring data protection 
requires user login and security to avoid data breaches. The challenges of hav-
ing a system that works on different IT set-​ups (both operating systems and 
web browsers if accessed that way) adds further challenges. Alternatively, pro-
ducing specific apps can be costly.

Increasing use of smartphones and access to the internet is both a blessing 
and a curse for data collection. In theory, data are more accessible than ever 
and participants are more readily contactable. However, making something 
easy to read on a variety of screen sizes (particularly smartphones) and to 
complete is much more difficult than it initially appears. For some pieces of 
information (e.g. taking consent) there has been hesitancy from ethics review 
bodies to move away from paper-​based forms as they might be viewed as pro-
viding greater reassurance about the participant’s full consent having been 
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given. Nevertheless, electronic data collection has become more common for 
at least part of the data collection for clinical trials. In particular, using an elec-
tronic system to oversee randomization, along with data collected by centre 
staff entered electronically, is becoming the norm for larger clinical trials. For 
implementation of randomization in particular, an electronic system offers 
a number of benefits and protections over a paper-​based system (e.g. use of 
opaque envelopes) as we considered in Chapter 3. An electronic system prac-
tically precludes the possibility of tampering with the sequence generation. It 
can ensure any randomization is automatically logged including when and by 
whom (at least what login was used). Any additional data required or which 
needs to verified can be requested prior to randomization. Furthermore, it 
could automatically implement more complex randomization methods (e.g. 
stratification through to minimization or outcome response-​based approaches 
as covered in Chapter 3). Whatever randomization system is used, like the 
checks of any paper CRFs being used in the trial, the database will need to have 
undergone a thorough process of checking prior to use. More critical systems 
(e.g. randomization) will need more extensive testing prior to use.

Typically, the database will be structured to reflect the data entry forms and 
other data sources. In the past, annotated CRFs were often used to explic-
itly state the name of the relevant data field to which specific CRF question 
responses related to. Data matrices or dictionaries are now more commonly 
used as part of the database build to specify what each field should be called, 
how it should be defined, and what types of response are permitted. These 
should be maintained and updated to reflect changes made during the con-
duct of a clinical trial so that they are available to facilitate data sharing fol-
lowing the closure of the trial. Requested checks can be indicated along with 
any required calculations. For example, the date of birth can be requested and 
the exact format specified. The resultant age on the date of data entry can then 
be automatically calculated. An automatic check could also be made to en-
sure, for example, the entered age is, say, at least 18 years. As far as possible, 
each item of data should only be entered once unless it is an intentional check 
to ensure the correct value has been received. A well-​designed system will 
anticipate where specific data are not applicable for some participants, and 
whether data should be available or not. For example, it may be necessary to 
confirm if a specific sample for a laboratory test was carried out or not, and 
if not, the relevant questions are not requested to be completed. Use of text 
boxes which allow text responses should be used sparingly, as text provided 
for participants can be irrelevant (to the specific question of interest), difficult 
to decipher (even when electronically completed), and they are more time-​
consuming to complete (clean and analyse). The response from text boxes will 
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often need specialist review (e.g. senior medical doctor). The use of multiple-​
choice questions with appropriate options can limit such free text use to an 
‘other’ category for which a text box is used to provide details.

Planning to minimize missing data

Some missing data are inevitable in even the best conducted clinical trials. 
However, those which are well designed and conducted will minimize such 
occurrences. Missing data are a threat to the scientific integrity of the trial, 
either by undermining the statistical analysis or by generating uncertainty in 
the interpretation of the findings. For example, if some of the key baseline data 
points are missing, such as age and key comorbidities, it can obscure who the 
results pertain to and make clinical application problematic. Missing data in 
general will reduce the statistical precision of any analysis, though to an extent 
this can be compensated for (though with a corresponding increase in work-
load). Of particular concern is the introduction of any bias between groups, 
that is, the missing data mechanism (cause or pattern) differs between the in-
tervention and control groups. In particular, any difference in the approach 
to data collection between the intervention and control groups needs to be 
carefully considered as it has the potential to influence participants’ behav-
iour and responses. This then has an impact upon the summary results and 
potentially the findings of the study. An additional prompt to assess the inter-
vention group may influence participants’ compliance with the intervention 
treatment and could alter the participants’ behaviour. Alternatively, routine 
clinical follow-​up patterns that may be reasonable for clinical practice might 
not be suited to a clinical trial. They could implicitly collect more information 
on the intervention than the control or vice versa. For placebo-​blinded clinical 
trials, and early phase clinical trials, this is less of a concern as the clinical trial 
is less directly relevant to clinical practice and less open to influence as a more 
strict, though artificial, schedule of clinical care is likely to be followed. The 
key to mitigating the potential impact of missing data is thinking through the 
trial data collection and identifying potential problematic aspects in advance.

There are at least three approaches which can play a part to mitigate missing 
data. First, the consent form and withdrawal (or perhaps better called a change 
of consent) forms should make a distinction between consent for treatment 
and consent for data collection. The latter can often be further usefully sep-
arated out into active and passive data collection (e.g. available from medical 
staff at site without requiring the participant to attend a study visit, or to com-
plete forms). The term ‘withdrawal’ can easily be misunderstood and be too 
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readily interpreted as complete cessation of any further involvement in the 
clinical trial. Often a participant may for various reasons feel they do not want 
to continue to receive the trial treatment, receive further information on the 
study, or complete further forms. However, they may well still be content for 
the trial team to collect data from clinical sources which do not require their 
active involvement. Second, the way data collection tools are designed and 
delivered needs careful consideration to make complete and accurate comple-
tion as easy as possible. Training of centre staff can play a part in this and it can 
emphasize the importance of collecting specific data and the detrimental im-
pact upon the trial’s scientific credibility, and, where relevant, the impact upon 
patient safety. Third, data collection needs to prioritize the critical data over 
the desirable data. Allowing participants to provide only part of data desired 
can be beneficial. Correspondingly, chasing up only on the most important 
data following non-​response to letters, emails, or texts, may be warranted to 
reduce the burden on the participants and study personnel. In particular, the 
value of continuing to collect data on participants who have stopped their 
treatment (where permission to do so has not been removed, i.e. the partic-
ipant has not withdrawn consent to follow-​up) needs to be communicated to 
study staff and participants. Similarly for participants who have missed a pre-
vious study visit or discontinued treatment, the value of continuing to collect 
data is not necessarily intuitive to many involved with clinical trials.

Data monitoring

Having considered the setting-​up of the data collection system, considera-
tion now turns to data monitoring, a critical aspect of clinical trial conduct 
in order to ensure the quality of data for analyses and reporting and to en-
sure patient safety. More formally, it can be described broadly as ‘the act of 
overseeing the progress of a clinical trial, and of ensuring that is it conducted, 
recorded, and reported in accordance with the protocol, Standard Operating 
Procedures (SOPs), GCP, and the applicable regulatory requirement(s)’ (9). 
Monitoring of data collection is just one area of monitoring of the conduct of a 
clinical trial that might be done.

Data audits

A similar though distinct activity to monitoring is auditing. The ICH guide-
lines define auditing as ‘a systematic and independent examination of 
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trial-​related activities and documents to determine whether the evaluated 
trial-​related activities were conducted, and the data recorded, analysed, and 
accurately reported accordingly to the protocol, sponsor’s standard operation 
procedures (SOPs), GCP and the applicable regulatory requirement(s)’ (9). 
Auditing may be done by the group running the trial (whether focused solely 
on a single trial or an aspect of trial conduct across a number of other studies). 
It may also be done on behalf of the sponsor (but independently of the inves-
tigators and trial group running the trial), or by an external body (e.g. by reg-
ulatory body such as the MHRA in the UK or the FDA in the US who will 
conduct in-​depth reviews of clinical trials). These external audits tend to be 
one-​off assessments and although they may identify issues with the data, they 
tend to be more process focused. The scope and specifics of the audit will vary 
greatly depending upon who instigates it and for what purpose (e.g. whether 
it is a regular audit or one initiated in response to some stated concerns). Most 
audits focus on the trial office and lead trial centre though queries may be 
raised that request involvement of other centres.

Data monitoring strategy

There are two main aspects to the monitoring of clinical trial data. First, it 
must be ensured that the required data are being collected. Second, the quality 
of the collected data must be verified. Processes needs to be in place to check 
in particular on critical data. As well as making sure the system minimizes 
data absences and errors as far as possible, systematic checks of the data are 
vital to ensure the quality of trial data. Scheduled checks are often planned to 
precede any key decision-​making events (e.g. a meeting of a trial committee). 
Modification to the study protocol and data collection tools (e.g. CRFs) may 
be needed to address problematic issues identified when conducting checks. 
Alternatively, it may highlight the need for further training of centre staff in 
a particular part of the trial procedures and the use of certain forms. In ad-
dition to ensuring the trial data are of a high quality, monitoring also plays 
a key part in ensuring patient safety and identifying threats to the scientific 
integrity of the study. Inconsistencies in data may be identified which need 
to be queried with centres and they can be of clinical relevance to the partic-
ipants’ ongoing and future medical care. The extent and regularity of checks 
needs to be considered in light of the regularity of the use of the data and the 
potential consequences of errors. For example, in a clinical trial with a dose-​
escalation design, the presence of a toxicity event can lead to the stopping of 
the trial, or the changing of the dose for the next participant. Therefore, safety 
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data in such a clinical trial require more regular checks to ensure each deci-
sion made is appropriate as the study proceeds. A further aspect to consider 
is the dual interest of data collected regarding a clinical event for a safety pur-
pose, and also as it relates to an outcome to be included for the statistical anal-
ysis. For trials of some conditions (e.g. trials of treatment for cardiovascular 
disease where the typical clinical events of most interest are death, myocardial 
faction, stroke, hospitalization due to heart failure, etc.) there is substantial 
overlap between safety events and key outcomes of interest (e.g. primary out-
come which might be time to the occurrence of the first MACE). However, for 
other conditions this is much less true and safety events concern treatment 
side effects (e.g. headache or fatigue). Interest in the event experienced as an 
outcome may be better collected by assessing the impact upon quality of life 
as opposed to the pure count and categorizations that are required for regu-
latory safety monitoring. Reviews of data can be conducted and/​or overseen 
by the administrative lead for the study (e.g. trial manager or coordinator), 
by a trial management or coordination group, or by independent assessment 
(e.g. summary presented to an oversight or data safety and monitoring com-
mittee (see below for further consideration of this)). The trial statistician may 
also conduct reviews associated with key time points (e.g. preparing reports 
for a trial committee). A healthy data monitoring strategy will involve regular 
assessments at different levels of oversights. The strategy needs to take account 
of what is already known about the intervention and the control treatments, 
and the type of trial being conducted. For example, a phase 1 first-​in-​human 
trial with healthy volunteers clearly will need complete assessment of adverse 
events very regularly. In contrast, a phase 3 trial of an IMP which is already 
used for another indication can utilize substantial existing data on its safety 
profile to focus on safety data collection, while still allowing for the possibility 
of a SUSAR and monitoring of other serious adverse events. Furthermore, if 
the trial population has a chronic condition like type 1 diabetes, certain ad-
verse events can be anticipated without raising undue concern (e.g. hypogly-
caemia). Table 7.1 gives some examples of checks and problems that might 
be detected at different levels of review. Misunderstanding regarding aspects 
of the trial processes, and with regard to completion of forms, are common 
occurrences even with careful development of the data collection tools and 
training of centre staff. It is a very rare occurrence for scientific misconduct 
to be identified; nevertheless, checks of data can also identify issues with the 
patient consent process, or even if falsified data have been entered. In addition 
to seeking to ‘reclaim’ data whenever possible, data monitoring and associated 
checks may also lead to changes being implemented which will prevent, or at-
tenuate, further occurrences of the same problem.
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Table 7.1  Data monitoring schedule assessments

Level of assessment Checks Example problems 
that might be 
identified

Remedy

Trial manager/​
coordinator

Routine checks Common absence 
of completion of 
a key data value 
when checking on 
patient status

Data for a particular 
patient which is 
incompatible

Query with centre
Correction of data 

entry where 
necessary

Regular trial 
administration   
meetings

Log of protocol 
deviations

Centre which is 
incorrectly applying 
trial processes

Query with centre 
to understand 
circumstances

Further training may be 
appropriate

Trial Management   
Group (see 
Chapter 8)

Regular report of 
trial progress

Centre with a 
particular low 
return rate of a form 
compared to other 
centres

Query with centre to 
understand practices

Further training may be 
appropriate

Trial Steering   
Committee (see 
Chapter 8)

Regular report of 
trial progress

Form returned much 
less commonly 
than in other trials 
with similar data 
collection methods

Identify any trial-​
specific aspect which 
could contribute

Modify trial processes 
as appropriate

Protocol amendment to 
implement a revised 
form to facilitate 
better completion

Data and Safety 
Monitoring 
Committee

Review of (closed) 
Data and Safety 
Monitoring 
Committee report

Problem with 
randomization 
indicated by 
imbalance between 
randomized groups

Isolate source of 
problem (data entry 
or randomization 
algorithm)

Update randomization 
system as 
appropriate

Tracking data completion

A system for tracking a participant’s data through their involvement in the 
clinical trial is a helpful tool in ensuring data quality. It will help with early 
identification of missing forms and data for particular patients. In addi-
tion, it will help to coordinate centre and trial staff. While such a process 
can be managed from use of a detailed spreadsheet, this is an area where a 
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well-​designed database can facilitate and substantially reduce the admin-
istrative burden on staff. For example, automatic reports may be readily 
produced which summarize the completion of key forms and potentially 
for critical data points within forms. Email and/​or text message reminders 
could be automated to prompt in advance the respective individual (whether 
a participant or centre or trial staff member) to complete a specific task or 
to return a form, or as a reminder when they are overdue to allow it to be 
addressed in a timely manner.

Data monitoring schedule

An example data monitoring schedule is given in Table 7.2 for the Vaccine 
Response On/​Off Methotrexate (VROOM) trial which sought to assess 
the impact of a 2-​week suspension of taking an immunosuppressive drug 
(methotrexate) for patients who received a further ‘booster’ COVID-​19 
vaccine injection (10,11). As the study was anticipated to recruit quickly 
(within 12 months), the initial expectation was that the Data Safety and 
Monitoring Committee (DSMC) and Trial Steering Committee (TSC) 
would only meet a small number of times in the course of the trial. A 
Trial Management Group (TMG) involving only the core trial team was 
expected to meet monthly to review progress including recruitment and 
data collection. See later in the chapter for a discussion of the role of the 
DSMC, and in Chapter 8 for discussion of the TMG and the TSC. Some 
of the regular checks carried out by the relevant groups are shown in   
Table 7.2.

Interim analysis

An interim analysis is a formal statistical analysis which evaluates the safety 
and/​or efficacy of the treatments under evaluation based upon the accumu-
lated data part way through the study’s conduct. A trial may have any number 
of interim analyses (including none) though generally the number of analyses 
is small in order for each to be more meaningful. It is important to distinguish 
between an interim analysis, in the sense that a statistical analysis will be car-
ried out with a formal assessment of some form (e.g. carrying out a formal sta-
tistical analysis and seeking a specific, and stricter, i.e. lower, significance level 
in order to decide whether to recommend stopping or not), and any informal 
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assessment of accumulating data. While interim analyses may be carried out 
for a number of reasons, the most common are as follows:

	 1.	 To potentially stop the trial early if a conclusion can be reached regarding 
the primary objective of the study (e.g. the efficacy of the intervention 
treatment has clearly been shown in the statistical analysis).

	 2.	 To confirm progression to the next stage of the clinical trial according to 
its design (e.g. to determine the dose level for use in subsequent patients 
in a dose escalation study).

	 3.	 To provide a formal point at which the safety of the intervention treat-
ment will be assessed.

Whether a clinical trial is to have any interim analysis should be clearly 
stated in the protocol. If it is, an outline of the approach should be stated. The 

Table 7.2  Data monitoring schedule example—​VROOM trial

Responsible 
group

Check to be carried out Frequency

Trial office Various regular checks including:
	•	 Patient registered interest and 

baseline visit not yet completed
	•	 Missing/​out-​of-​window follow-​up 

case report forms
	•	 Automated reminder to participants 

to provide key date by SMS upon 
which follow-​up is dependent.

	•	 Serious adverse events data
	•	 Blood samples collected and sent to 

laboratory for processing

Weekly

Weekly

Weekly

Immediate
Periodically

Trial 
Management 
Group

Review of report on study progress 
including recruitment, and data 
collection information

Monthly during study 
set-​up, recruitment, and 
follow-​up

Data and Safety 
Monitoring 
Committee

Overview review of data quality 
and integrity. Interim analysis using 
Haybittle–​Peto stopping guideline 
at a single time point once primary 
outcome 28-​day data is available for 250 
participants

Meet prior to study 
initiation and two times 
during the trial. Meeting 
timed to allow timely 
review of interim analysis. 
Received update summaries 
periodically in between

Trial Steering 
Committee

Review report on study progress, trial 
conduct, and safety data issues arising

Meet prior to study 
initiation and twice per year

Ethics 
committee

Summaries of serious adverse events
Unexpected related serious adverse 

events

Annual
Immediately reporting



Data collection and monitoring  181

responsibility for determining the finding of the interim analysis (e.g. a subset 
of the trial team, or external individuals), and who will make the decision 
based upon this should be stated in the trial documentation when the trial is 
set up. The statistical analysis plan (see Chapter 9) for a clinical trial should 
clearly address whether there will be any interim analysis, and, if so, of what 
nature. For more complex interim analyses, it may be useful to have a separate 
interim analysis statistical plan to fully cover all the relevant details and infor-
mation for the interim analysis and related decision.

Many clinical trials will have a specific data committee. This DSMC will 
have responsibility for reviewing reports of accumulating data, the interpre-
tation of any interim analyses, and making recommendations regarding the 
continuation and potential modifications to the trial (e.g. changing the inclu-
sion criteria based upon findings or addressing inadequacies in the data) (13). 
Very similar names are used for the group that performs these functions (e.g. 
Data Monitoring Committee, Data Monitoring and Ethics Board). It is pref-
erable that those who sit on such a committee and make recommendations 
where scientific merit and patient safety both have to be considered, are ‘in-
dependent’ to the trial investigators, that is, the committee does not include 
trial investigators and are without any direct ties institutional or otherwise to 
them. This is helpful if for no other reason than to avoid the perception of bias. 
Having a clear charter, detailing the way in which the committee will operate, 
is important in the event that decisions become contentious (14). A list of the 
potential specific roles the DSMC may take on prepared by the DAMOCLES 
group is given in Table 7.3 (12). Sponsors and regulatory bodies may have 
guidance about when and how they except such a committee to operate (15). 
The membership should include expertise in the intervention and control 
treatments, clinical trial conduct, and the monitoring of trial data.

For many phase 3 clinical trials, no interim analysis is carried out (though 
informal data monitoring will still occur, and may still be reviewed by a 
DSMC). This is often due to the timescale of the outcomes of interest being 
collected, the anticipated recruitment rate, and the overall sample size of their 
trial. Together they may mean there is no realistic likelihood of an interim 
analysis being useful. In contrast, some clinical trials are designed with the 
possibility of a substantial change in design part way through in mind (i.e. 
adaptive trials, as introduced in Chapter 4). Accordingly, they are often pur-
posely designed with a pre-​specified interim analysis in order to determine 
when and how the trial design should adapt given the accumulated data. 
Either way there is the potential for events to overtake the best laid designs, 
leading to a trial stopping early due to unforeseen concerns (e.g. the otherwise 
effective IMP seems to be causing strokes).
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Earlier in Chapters 3 and 5 it was noted that any statistical analysis runs 
the risk of producing a potentially misleading finding. With regard to stop-
ping early, this is usually in regard to falsely concluding there is a benefit to 
the intervention treatment based upon the data available part way through 
the study. The more interim analyses that are carried out, the greater the risk 
of stopping early in error. To combat this, the statistical criteria applied to an 
interim analysis that could lead to stopping a trial early need to be stricter 
than those applied to the final analysis of the data. For example, a very strict 
two-​sided significance level of 0.1% is commonly used (the Haybittle–​Peto 
boundary) (10,11,16). This approach seeks to reflect the view that trials 
should only be stopped for a treatment difference if the statistical evidence is 
‘beyond reasonable doubt’ as only then will it be likely accepted as a valid re-
sult, and could have the potential to influence clinical practice. Such criteria 

Table 7.3  List of roles for the Data Safety and Monitoring Committee

Overall role Specific roles

Interim review of the 
trial’s progress including 
updated figures on 
recruitment, data quality, 
and main outcomes and 
safety data

A selection of specific aspects could be compiled from the 
following list:
	•	 Assess data quality, including completeness (and by so 

doing encourage collection of high-​quality data)
	•	 Monitor recruitment figures and losses to follow-​up
	•	 Monitor compliance with the protocol by participants and 

investigators
	•	 Monitor organisation and implementation of trial protocol 

(the DSMCa should only perform this role in the absence of 
other trial oversight committees)

	•	 Monitor evidence for treatment differences in the main 
efficacy outcome measures

	•	 Monitor evidence for treatment harm (e.g. toxicity data, 
serious adverse events, deaths)

	•	 Decide whether to recommend that the trial continues 
to recruit participants or whether recruitment should be 
terminated, either for everyone or for some treatment 
groups and/​or some participant subgroups

	•	 Suggest additional data analyses
	•	 Advise on protocol modifications suggested by investigators 

or sponsors (e.g. to inclusion criteria, trial end points, or 
sample size)

	•	 Monitor planned sample size assumptions
	•	 Monitor continuing appropriateness of patient information
	•	 Monitor compliance with previous DSMC 

recommendations
	•	 Consider the ethical implications of any recommendations 

made by the DSMC
	•	 Assess the impact and relevance of external evidence

DSMC, Data Safety and Monitoring Committee.
a Note—​the original version used ‘DMC’ instead of DSMC.
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for stopping a clinical trial early have often been described as ‘stopping rules’, 
though more accurately they can be referred to as ‘stopping guidelines’. No 
statistical analysis-​based criteria are able to fully capture all relevant consid-
erations related to stopping early or continuing a clinical trial. This must in-
clude wider considerations of patient safety and potential scientific value of 
the clinical trial continuing, and the influence of external evidence (which 
could go either way). Aside from these considerations, phase 3 clinical trials 
are designed to provide a clear answer (‘confirmatory’ or ‘definitive’), and 
therefore should be designed to be in favour of continuing except where a 
compelling case for stopping can be made. Clinical trials that are intended 
for regulatory submissions are less likely to be compelling to a regulator if 
stopped early. Additionally, stopping clinical trials on the basis of only one 
outcome, even if it is the primary outcome, could prevent the full collection of 
sufficient data to address all the study objectives. Even from purely a scientific 
perspective, the decision to stop is therefore more complex than it might in-
itially appear. Ethical considerations need to be weighed up according to the 
specifics of the clinical trial being conducted and what else is known, along 
with practical considerations of stopping a trial early.

Summary

Data monitoring is a key part of conducting a clinical trial and is critical for 
ethical, practical, and scientific reasons. Trial data quality cannot be taken for 
granted. A proactive approach is needed to ensure the completeness, validity, 
and reliability of collected trial data. The degree of monitoring required par-
ticularly regarding safety will vary greatly depending upon the type of trial, 
the phase of trial, what is already know about the intervention and control, 
and the trial design. An interim (statistical) analysis may play a useful part 
in the monitoring strategy, and any decision whether, and how, to continue a 
clinical trial or not part way through. As with other aspects of clinical trials, 
data monitoring should be planned in advance and reviewed periodically to 
ensure the study is conducted appropriately.

References

	1.	 Modell W, Houde RW. Factors influencing clinical evaluation of drugs; with special ref-
erence to the double-​blind technique. Journal of the American Medical Association. 
1958;167(18):2190–​9.

 

 



184  An Introduction to Clinical Trials

	 2.	 Cromie BW. The feet of clay of the double-​blind trial. Lancet. 1963;2(7315):994–​7.
	 3.	 NHS Digital. Hospital episode statistics. 2021. Available from: https://​digi​tal.nhs.uk/​data-​

and-​info​rmat​ion/​data-​tools-​and-​servi​ces/​data-​servi​ces/​hospi​tal-​epis​ode-​sta​tist​ics
	 4.	 Public Health Scotland. Data and intelligence. 2020. Available from: https://​www.isds​cotl​

and.org/​
	 5.	 Health in Wales. Statistics and data. 2021. Available from: https://​www.wales.nhs.uk/​statis​

tics​andd​ata
	 6.	 Clinical Practice Research Datalink. CPRD linked data. 2021. Available from: https://​www.

cprd.com/​lin​ked-​data
	 7.	 Cook JA, Collins GS. The rise of big clinical databases. British Journal of Surgery. 

2015;102(2):e93–​101.
	 8.	 RECOVERY Collaborative Group. Dexamethasone in hospitalized patients with Covid-​

19. New England Journal of Medicine. 2021;384(8):693–​704.
	 9.	 International Council for Harmonisation of Technical Requirements for Pharmaceuticals 

for Human use (ICH). Integrated addendum to ICH E6(R1): guideline for good clinical 
practice E6(R2). 2006. Available from: https://​datab​ase.ich.org/​sites/​defa​ult/​files/​E6_​R2_​
A​dden​dum.pdf

	10.	 Abhishek A, Boyton RJ, McKnight Á, Coates L, Bluett J, Barber VS, et al. Effects of tem-
porarily suspending low-​dose methotrexate treatment for 2 weeks after SARS-​CoV-​2 
vaccine booster on vaccine response in immunosuppressed adults with inflammatory 
conditions: protocol for a multicentre randomised controlled trial and nested mecha-
nistic substudy (Vaccine Response On/​Off Methotrexate (VROOM) study). BMJ Open. 
2022;12(5):e062599.

	11.	 Abhishek A, Boyton RJ, Peckham N, McKnight Á, Coates LC, Bluett J, et al. Effect of a 2-​
week interruption in methotrexate treatment versus continued treatment on COVID-​19 
booster vaccine immunity in adults with inflammatory conditions (VROOM study): a ran-
domised, open label, superiority trial. Lancet Respiratory Medicine. 2022;10(9):840–​50.

	12.	 Grant AM, Altman DG, Babiker AB, Campbell MK, Clemens FJ, Darbyshire JH, et al. 
Issues in data monitoring and interim analysis of trials. Health Technology Assessment. 
2005;9(7):1–​238, iii–​iv.

	13.	 Ellenberg SS, Fleming TR, DeMets DL. Data Monitoring Committees in Clinical Trials: A 
Practical Perspective. 2nd ed. Hoboken, NJ: Wiley; 2019.

	14.	 DAMOCLES Study Group. A proposed charter for clinical trial data monitoring commit-
tees: helping them to do their job well. Lancet. 2005;365(9460):711–​22.

	15.	 Committee for Medicinal Products for Human Use (CHMP), European Medicines Agency. 
Guideline on data monitoring committees. 2005. Available from: https://​www.ema.eur​opa.
eu/​en/​docume​nts/​sci​enti​fic-​guidel​ine/​guidel​ine-​data-​mon​itor​ing-​commit​tees​_​en.pdf

	16.	 Pocock SJ. When (not) to stop a clinical trial for benefit. JAMA. 2005;294(17):2228–​30.

https://digital.nhs.uk/data-and-information/data-tools-and-services/data-services/hospital-episode-statistics
https://digital.nhs.uk/data-and-information/data-tools-and-services/data-services/hospital-episode-statistics
https://www.isdscotland.org/
https://www.isdscotland.org/
https://www.wales.nhs.uk/statisticsanddata
https://www.wales.nhs.uk/statisticsanddata
https://www.cprd.com/linked-data
https://www.cprd.com/linked-data
https://database.ich.org/sites/default/files/E6_R2_Addendum.pdf
https://database.ich.org/sites/default/files/E6_R2_Addendum.pdf
https://www.ema.europa.eu/en/documents/scientific-guideline/guideline-data-monitoring-committees_en.pdf
https://www.ema.europa.eu/en/documents/scientific-guideline/guideline-data-monitoring-committees_en.pdf


8
Conducting a clinical trial

However well planned a clinical trial may be, it is useless unless the 
instructions are conscientiously and efficiently followed.

David Finney, 1964 (1)

Now for the hardest part

Running a clinical trial is far from straightforward. It requires a myriad of 
decisions, actions, and tasks to be completed efficiently and quickly. This 
requires the input of a large number of people in various roles. In short, run-
ning a clinical trial is not for the faint-​hearted. Furthermore, plenty of hard 
work, good management, and input from relevant experts are required to 
ensure its smooth running. Accordingly, in this chapter we will consider 
appropriate trial organization and oversight, how to get trial centres ready, 
maintaining trial documentation, dealing with protocol deviations and re-
lated events, along with the challenge of creating a successful recruitment and 
retention strategy.

Trial organization and oversight

Trials are complex and involve many different people often at different loca-
tions (even for a single-​centre trial). As such, a single point of contact and ad-
ministrative home for the clinical trial is essential to good conduct. Typically, 
an administrative centre, or ‘trial office’, is set up to serve this purpose. While 
the chief investigator will be to many the public face of the clinical trial, 
the practical contact will be the trial office. The office may in reality be pre-
dominantly one individual (e.g. trial manager or coordinator, or clinical re-
searcher), or a small number of people through a system of support which 
provides cover as needed to maintain continuity. Very large trials and those 
intended for regulatory submission for approvals may have much larger 
teams due to the greater administrative and documentation burden involved. 
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Appropriate IT support is also critical to the successful running of a clinical 
trial, and will play a key role through the set-​up and maintenance of the study 
database.

Different levels of oversight are needed to ensure appropriate and timely 
decision-​making and action when conducting a clinical trial (2). While the 
sponsor is ultimately responsible for the conduct of the clinical trial (see 
Chapter 6 for further discussion of the role of the sponsor), these groups op-
erate on behalf of the sponsor to ensure the clinical trial is conducted appro-
priately. Trial decision-​making will typically operate at, at least, two levels. An 
oversight committee or TSC makes the ‘big’ strategic decisions (e.g. to stop 
the trial, change the eligibility criteria pending regulatory approvals, etc.). 
Additionally, there is a more regular TMG which deals with more mundane 
but pertinent issues related to the smooth running of the clinical trial. We will 
consider in turn these two core groups though we note they may well be sup-
plemented by meetings with all the trial investigators, and operational sub-
groups of trial staff with/​without the chief investigator, meeting on a regular 
or ad hoc basis as needed. As with all trial activities, careful documentation of 
decision-​making is key to ensuring decisions are implemented appropriately.

A single oversight or coordinating committee will typically make the key 
decisions related to the conduct of the clinical trial (2). This body is usually 
called the TSC in UK NHS/​charity-​funded and academic-​led studies. The 
TSC monitors trial progress and conduct, and provides advice on the scien-
tific aspects of the study. Its membership should ideally include both mem-
bers of the trial team (e.g. the chief investigator and some others) and external 
experts (e.g. experienced clinical researchers with substantial expertise in the 
treatments under evaluation and conducting clinical trials). A list of the spe-
cific roles the TSC may take on is given in Table 8.1 (3). Depending upon the 
sponsor of the study and the funding arrangement, there may be specific ex-
pectations about who will be involved in the committee (even down to the 
proportion of ‘independent’ members). Including patients or members of 
the public on this body is becoming more common in academic-​led studies. 
It is also becoming more common for the membership to cover expertise in 
areas such as health economics and qualitative research in addition to the core 
areas of clinical knowledge, conduct of trials, and medical statistics. The TSC, 
or equivalent, is responsible for the oversight of the clinical trial from initia-
tion to completion. The TMG and data and safety monitoring committee (the 
DSMC, if it exists) report to the TSC. They make recommendations regarding 
the conduct of the study for the TSC to consider (e.g. modifications to the 
trial protocol). In some trials, a separate DSMC is not necessary, and the TSC 
will take on some of the specific roles of a DSMC. The TSC needs to meet 
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regularly enough to be able to review the trial’s progress and make key deci-
sions (e.g. the continuation or stopping of the study’s recruitment, or moving 
to a new stage in the trial such as from phase 1 to phase 2) as well as contribute 
to the reporting of the findings. As with the DSMC as discussed in Chapter 7, 
a charter is useful for agreeing the terms of reference for the group and voting 
rights where formal decisions are needed. The frequency of meetings will vary 
from trial to trial though rates of once every 6 months or perhaps every 12 
months for longer running phase 3 trials in a steady stage are common.

The TMG will meet regularly during the conduct of the trial and has a more 
‘hands-​on’ role in the study conduct and management. Monthly meetings will 
typically be the minimum frequency required with ad hoc meetings convened 
as needed. This is due to the potential nature of the issues that may arise (e.g. 
an urgent safety issue requiring prompt action) and also the range of issues 
that may occur (e.g. from IMP manufacturing issues to centre-​specific prob-
lems) when conducting a clinical trial. A substantial number of people may 

Table 8.1  List of roles for the Trial Steering Committee

Overall role Specific roles

To act as the oversight 
body for the trial on 
behalf of the sponsor 
and funder

	•	 Provide expert oversight of the trial
	•	 Monitor the overall conduct of the trial, ensuring that it 

follows the standards set out in the guidelines of good clinical 
practice

	•	 Review and approve the protocol and other study 
documentation (e.g. case report forms and statistical analysis 
plan)

	•	 Review regular reports of the trial (prepared by the Trial 
Management Group)

	•	 Decide on the continuation of the trial
	•	 Monitor recruitment and retention levels
	•	 Review adherence to the protocol by investigators and 

participants
	•	 Receive and consider the recommendations of the Data Safety 

and Monitoring Committee
	•	 Assess the impact and relevance of external evidence
	•	 Monitor completeness of data
	•	 Review and approve substantive protocol amendments and 

any related proposals which change the design of the trial (e.g. 
an additional substudy)

	•	 Approve the main trial manuscript and key trial publications
	•	 Approve external or internal requests for release of data or 

subsets of data or samples
Additional responsibilities may include:
	•	 Endorse the annual report to the funder and ethics (if 

required), and any related funding requests
	•	 Approve main presentation of trial results
	•	 Approve strategies to improve recruitment or retention
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attend such a meeting though typically these will be the chief investigator, trial 
administrative staff (e.g. trial manager or coordinator, data manager, and ad-
ministrative support), and the trial statistician. Other individuals with trial 
expertise, or other investigators, may attend regularly, or as needed. This 
group will monitor the progress of the trial in terms of approvals, study set-​
up, recruitment, adherence to the trial protocol, safety issues, and any other 
relevant issue (e.g. initiation of another clinical trial recruiting from a sim-
ilar patient population). Initial plans to address any issues identified would be 
the responsibility of this group along with preparing reports for the TSC, and 
where there is an issue of a significant nature, proposing a strategy to the TSC 
for approval.

Getting trial centres ready

Once all the appropriate approvals are in place, trial centres will need to be 
set up and staff trained in the specifics of the clinical trial. This includes fa-
miliarization of relevant staff in the study documentation and processes, and 
provision of relevant logins to the trial systems (e.g. randomization and da-
tabase). Training of study centre staff in the processes of the trial will need to 
explore centre policies and practices to ensure it is clear what should be done 
and when at that specific centre. A particularly key aspect is ensuring centre 
staff are clear about safety monitoring requirements, and the need for clear 
and fast reporting of any safety event via the relevant CRF (e.g. serious adverse 
event). All supplies needed for the running of the trial (most importantly but 
not exclusively the IMP) will need to be shipped to a study centre. All of these 
actions need to occur for the centre to be ‘activated’, that is, to be in a position 
to start recruiting to the study. Supplies of the IMP along with other neces-
sary items (e.g. blood sample collection kits) will need to be monitored by the 
trial office. This includes any relevant expiry dates, and supplies re-​stocked 
as appropriate to avoid centres being unable to recruit due to lack of the IMP 
or consumables required for study participation. This may require additional 
manufacturing during the course of the trial to ensure the IMP is available in 
a timely manner when needed (whether due to expiry of the initial IMP or 
due to restocking given centre recruitment). The protocol and current ver-
sions of all trial documentation (e.g. patient information leaflet, consent form, 
and CRFs) need to be provided to centres in sufficient quantities, and replace-
ments provided, and confirmation that superseded versions are disposed of, 
when they are updated.
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Maintaining trial documentation

Expectation regarding the preparation, maintenance, and scope of trial doc-
umentation has substantially increased over the last 30 years. The TMF is the 
collection of all essential documents and records related to the conduct and 
management of the clinical trial. It should be sufficient to explain and provide 
all the trial data and show compliance with GCP and other relevant regulatory 
requirements (e.g. ethical approval). The UK legislation, which is based upon 
the corresponding ICH guideline, states ‘all clinical trial information shall be 
recorded, handled, and stored in a way that allows its accurate reporting, in-
terpretation and verification’ (4,5). In the past there may have been a single 
physical ‘file’ kept in an appropriate location (e.g. trial office or pharmacy). 
The TMF for a modern clinical trial will now be part electronic and part phys-
ical. The TMF needs to be kept up to date and available for inspection (e.g. 
by host institution, sponsor, or regulatory bodies like the MHRA or FDA). 
It should be sufficient to allow reconstruction of the activities undertaken 
during the conduct of the trial and justification for actions taken. Clearly, the 
TMF will include the protocol, participant information leaflet, CRFs, and 
other trial forms (approved versions and potentially also completed forms). 
However, it also needs to encompass approval documentation, database in-
formation, analysis files, and trial output documents (e.g. trial reports and 
monitoring documentation). The TMF can then serve as an assurance and 
proof that the clinical trial has been conducted according to the principles of 
GCP. To ensure separation of data from investigators, statistical data, analysis 
files, and the database can be held separately and be accessible only to the rel-
evant staff members while the trial is running. All the information sources are 
combined once the trial is complete. Trial centres will be similarly required to 
maintain their own centre files with relevant documentation (some of which 
will be duplicated with the TMF, and others may be solely kept at the study 
centre). A key step in the setting up of study centres is confirming what infor-
mation has to be stored locally and what needs to be sent to the trial office for 
inclusion in the TMF.

Protocol deviations, violations, and serious breaches

The protocol as approved by the ethics committee and other regulatory bodies 
details the study conduct. It is inevitable in a complex study with human 

 

 



190  An Introduction to Clinical Trials

participants that what occurs in practice will not be fully in accordance with 
the planned study in absolutely every aspect. Some instances of discrepancy 
are of no meaningful interest. Other such instances are substantial and unde-
sirable and efforts should be made so that repetitions are avoided as a far as 
possible. Deviations from the protocol may pose a threat to the scientific cred-
ibility of the study and/​or impact patient safety. A useful and common term 
to categorize such events is ‘protocol deviations’. The term ‘serious breach (of 
GCP or the protocol)’ in the UK and EU is also used for more serious events 
which are considered to be ‘likely to affect to a significant degree the safety or 
physical or mental integrity of the participants, or the scientific value of the 
trial’ (6,7). It is important to consider what might occur during the study set 
up to be clear about what is a protocol deviation and what is not. It needs to 
be clarified what would not be ideal but not against the protocol, what would 
constitute a deviation but not one of concern, and what would constitute a de-
viation from the protocol of concern. The last group are sometimes referred 
to as ‘important’ or ‘major’ protocol deviations; they might also constitute a 
serious breach of the protocol in the UK and EU setting. The term ‘protocol 
violations’ is sometimes used to generally refer to more serious events where 
the protocol has not been followed up though with varying definitions. The 
source of such occurrences may be the action of a participant, study centre 
or trial office staff, investigators, and/​or sponsor’s actions. An example of a 
protocol deviation, which is also a serious breach, would be a clinical trial par-
ticipant receiving the wrong dose of an IMP, or an IMP used after its expiry 
date. In contrast, the failure to complete part of the intended data collection 
at a study visit could be a protocol deviation which does not meet the criteria 
for a serious breach nor be considered ‘important’ as a one-​off. For example, 
the staff member may in error have only gone through three of four forms to 
be completed.

Depending upon the event that has occurred and its nature, immediate ac-
tion may be needed. This could be in order to protect the participants’ safety, 
train staff to avoid future occurrences, and inform relevant bodies (e.g. sponsor, 
ethics committee, and regulatory bodies). Having an up-​to-​date list of protocol 
deviations is important so that recurring events can be detected early and fur-
ther remedial action taken. A ‘corrective and preventive action plan’ may be 
needed to resolve a compliance issue, and help prevent future occurrences of the 
same kind. The first step is to investigate to fully understand what has occurred 
and the underlying causes. After this, the severity and impact need to be con-
sidered. This includes assessing if it is a one-​off instance or one of a number 
of related occurrences. A key consideration is whether there are any broader 
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implications across the clinical trial (e.g. other study centres). Potentially, other 
clinical trials being conducted by the same groups may similarly need some 
adjustment to a process (overall or at a specific site). How urgently any adjust-
ment needs to be made also needs to be considered. Following this, corrective 
action (addressing the current instances, e.g. confirming what is permissible 
and how affect data should be used) can be developed. Furthermore, preventa-
tive action (consideration of changes in processes including additional checks, 
and any staff training needs) in order to mitigate and ideally preclude the pos-
sibility of a future occurrence can be identified. An example might be an addi-
tional check of a form at the time of data entry to confirm everything has been 
documented correctly and actions are appropriate.

Recruitment, recruitment, and recruitment

The challenges of recruiting well

Despite all the careful planning, and prior experience of running clinical trials 
that can help avoid many pitfalls, the initial part of the recruitment period of a 
clinical trial is often very challenging. Reviews of trials from leading UK pub-
licly funded trial schemes found a third or more studies required extensions to 
the planned recruitment period and ultimately only around 40–​50% recruited 
to the original recruitment target (8,9). Industry trials which tend to have 
more funding may suffer less in this regard yet they too are far from immune 
to recruitment problems (10). The problem has been nicely summed up in 
‘Lasanga’s law’ whereby ‘the number of participants actually available for re-
cruitment in a study usually turns out to be much lower than estimated in ad-
vance’ (11). Muench made the point more starkly by suggesting ‘in order to be 
realistic, the number of cases promised in any clinical study must be divided 
by a factor of at least ten’ (12). Poor recruitment leads to longer study con-
duct, and greater overall cost. In the worst case it may led to the study being 
stopped prematurely as there is no realistic hope of the study completing to 
plan, or even having sufficient added value to warrant continuing. Given the 
challenges, a separate study called a feasibility study or pilot trial may be car-
ried out prior to the full clinical trial. This could be in order to learn on a small 
scale whether the study is likely to be ‘feasible’. Alternatively, the general pro-
cess could be tested in a small number of centres to understand what might 
need to be changed, and possibly collect some relevant data on eligibility, re-
cruitment, or retention of participants.
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Recruitment model

A key distinction can be made between two recruitment models and how 
recruitment will run. First, for some clinical trials, there is an existing pool 
of potential participants who meet at least some of the key inclusion criteria 
and may have indicated interest in being involved in a clinical trial. For ex-
ample, a register of health volunteers interested in phase 1 trial participation, 
or patients with a long-​term condition interested in research study participa-
tion. The second, and more common, model is where the clinical trial recruits 
opportunistically over time as individuals become and are identified as poten-
tially eligible for the trial. For example, a disease is identified in the individual 
which requires treatment, such as a diagnosis of breast cancer. Alternatively, a 
previous treatment is deemed to have failed and further treatment is needed. 
First-​line therapy for breast cancer has not been successful. Clinical trials 
recruiting under the first model are in principle much easier to recruit to as 
long as the pool from which individuals are approached is sufficiently large 
to recruit enough participants for the clinical trial. The second model can be 
challenging even when there will be more than sufficient potential patients. 
Such individuals still need to be identified at the right time for trial participa-
tion, and often the window for doing so is quite short. This is particularly true 
in emergency care, but is also the case for many other conditions where indi-
viduals need to be identified to allow them to be approached about the study. 
For example, suitable patients in a colorectal clinic may need to identified 
prior to the clinic in order to be ready (e.g. have the right member of staff pre-
sent) to assess their suitability for a clinical trial of two surgical approaches, 
and approach them at the appropriate point in the care pathway.

The unpredictability of trial recruitment

A variety of factors are known to have a bearing upon the ease of recruitment 
(8,13). These include whether the treatments are available outside of the clin-
ical trial, the nature of the intervention and control treatments and associated 
risks, whether the condition of interest is common or rare, and if it is a transi-
tory or chronic condition, and the setting of recruitment. Nevertheless, actual 
recruitment is remarkably hard to predict even at the best of times. Unforeseen 
events, due to factors outside of the clinical trial, can play a large part, the most 
extreme in recent times being the impact of the COVID-​19 pandemic which 
has had a chilling effect on trial recruitment across a vast array of clinical 
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trials. Figure 8.1 shows the actual recruitment versus predicted for two phase 
3 clinical trials. The hope is for actual recruitment as shown in Figure 8.1a 
where the target recruitment rate was not only met but exceeded. In this case, 
the target sample size was met 7 months ahead of schedule. However, much 
more typical of recruitment to phase 3 clinical trials is the delayed start shown 
in Figure 8.1b where set-​up and receipt of all necessary approvals and supplies 
resulted in a substantial delay in the start of recruitment. Even after adjusting 
the original recruitment schedule for this delay, recruitment failed to meet 
expectations. In this trial, there was also a period with no recruitment due to 
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Figure 8.1  Actual versus predicted recruitment for two phase 3 clinical trials.
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problems with the drug (IMP) supply. The target sample size was eventually 
reached though several months later than originally hoped.

Recruitment of participants is often where the impact of multiple problems 
within a clinical trial become most apparent. However, low recruitment (com-
pared to what was expected) is often a symptom of issues in the study design 
or set-​up with the main underlying problem being elsewhere (e.g. misspecifi-
cation of the appropriate population for a phase 3 clinical trial which becomes 
apparent when the process is implemented in clinical practice). In the protocol, 
the number of study centres and anticipated recruitment period will have been 
specified along with the anticipated timelines. Contrasting this with the actual 
recruitment, both overall and by centre, can be a sobering experience for the 
trial team and investigators. Predicted recruitment levels tend to be overly op-
timistic, sometimes chronically so. While statistical models to predict recruit-
ment based upon the current recruitment levels have been proposed, most 
clinical trial teams tend to use relatively simple methods to predict future pre-
diction (14,15). Some common influencing factors can be identified to explain 
variations within and between centres. These include the centre’s catchment 
area for potential participants, the impact of holidays (on potential partici-
pant numbers and centres’ capacity to recruit), local investigator engagement, 
and centre attributes (location and services provided), among others factors. 
Seasonality can also play a part over the course of a calendar year (e.g. a trial 
looking at treatment for influenza needs to reflect the influenza season which 
is generally in October to April in the UK though this varies year to year, and 
will be different for other countries). However, as the examples in Figure 8.1 
show, all such approaches are at best a guide. Unforeseen circumstances can 
come into play with the COVID-​19 pandemic having brought many trials’ re-
cruitment to a standstill (indeed recruitment to some trials never recovered). 
Thankfully, unanticipated events that impact recruitment are usually more area 
specific, and short-​term in nature, than the COVID-​19 pandemic. Examples 
include the initiation of a new clinical trial in the same population competing 
for the participants, or the illness of the PI at a well-​recruiting study centre.

Centre recruitment

Along with the overall recruitment, the number of study centres open for re-
cruitment is also a useful indicator of progress. While centres will contribute 
to varying degrees, to an extent recruitment is a simple numbers game where 
more centres lead to more potential recruits, which in turn should ultimately 
result in more trial participants. This should be true even where there are 
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substantial impediments to recruitment. However, centre initiation is a time-​  
consuming task. Clinical trials will typically initially open with a subset of 
centres in the very early phase (often the one associated with the chief inves-
tigator) before bringing in other centres over time, often in waves. Data on 
past performance of recruiting centres in previous clinical trials can be used 
to aid selection of centres to approach about participating in a new clinical 
trial (16). Typically, a small number of centres contribute disproportionally, 
and a substantial number of centres will often recruit few or even no partic-
ipants (this is usually true for both industry-​ and investigator-​led studies) 
(16,17). A rate of one participant recruited per month per centre is not un-
common (18). ‘Site fatigue’, where recruitment to a clinical trial tapers off over 
time when a centre has been recruiting to a clinical trial for a long time, is not 
uncommon. Depending upon the specifics of the eligibility criteria, depletion 
of the local pool of potential participants might also contribute to slower re-
cruitment over time. Assessment of centres’ feasibility prior to initiation can 
help identify some problems in advance, and it can also clarify which centres 
may be more likely to be a better fit for the clinical trial (16). Comparison of 
the recruitment log between centres can give insights into engagement with 
the trial, and where problems may be arising. Differences in the number of 
reported eligible participants and the number screened can identify potential 
areas to clarify. However, the overall proportion of eligible participants who 
consent can vary greatly depending upon the trial design, population of in-
terest, recruitment and consent processes implemented, and centre processes 
(8). Inactive centres which are open but not recruiting are a burden upon the 
trial office and local staff. Therefore, in some cases, closing centres early may 
be the appropriate thing to do for the overall benefit of the clinical trial.

Strategies to address low trial recruitment

Common approaches

Two main changes to clinical trial protocols can be implemented to address 
slow recruitment and increase the likelihood of reaching the target recruit-
ment figure. These are the initiation of additional study centres, and extending 
the recruitment period. Often both are adopted together. Sometimes, a legit-
imate reduction in the sample size may be made (e.g. as imprecision of the 
primary outcome is less than anticipated and accounted for in the sample size, 
see Chapter 5) to at least partially resolve the issue. However, beyond the two 
overarching approaches, a wide variety of strategies are implemented to boost 
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recruitment to the study (Table 8.2) (9). What will work well for a particular 
clinical trial may not work so well for another. Simplifications, and tailoring to 
the specific centres, of trial materials and processes, and maintaining regular 
contact with centres tend to be productive strategies. The support of clinical 
bodies may help with awareness and perceptions of the trial among poten-
tial investigators, and increased financial support (if possible) may remove 
some local barriers. There is surprisingly little research evidence on the value 
of these strategies (19) and this partly reflects the willingness to try multiple 
strategies at once to address recruitment difficulties (20,21). Happily, this is an 
area of clinical trial research with burgeoning interest. This perhaps reflects 
the increased challenges faced in this regard in conducting clinical trials over 
the last 20–​30 years and decreasing sample sizes (22).

Approaching participants

A well-​considered, practical, and timely process of approaching pro-
spective participants about participating in the study, and consenting (or 

Table 8.2  Most commonly reported strategies to improve recruitment

Strategy

Newsletters/​mail shots/​flyers (to clinical staff and/​or patients)
Regular visits/​phone calls to wards/​centres/​practices
Posters/​information leaflets in clinics/​wards/​notes
Inclusion criteria changed/​protocol amended
Presentations to appropriate groups (e.g. at consultant meetings/​community-​based 
physiotherapists, etc.)
Resource manual for centre staff/​trained staff in disease area/​procedures being 
investigated/​role play exercises/​study day/​workshops for recruiters
Advertisement/​articles in newspapers/​journals; radio interviews
Presentations at national/​international meetings
Employ extra staff
Investigator/​recruiting staff meetings
Training/​information videos
Incentives for recruiters (e.g. prize draw, chocolates, etc.)
Trial material revised/​simplified/​customized for specific centres
Visits to centres by principal investigators/​senior members of study group
Repeated contact by phone/​letter to individuals/​centres
Increased/​changed time points when information provided to potential participants
Supportive statements from opinion leaders
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equivalent) is vital to healthy recruitment to a clinical trial. Problems with 
recruitment often relate to the failure to identify potential participants in 
a timely manner. They need to be approached at the point when participa-
tion in the trial is most sensible and convenient to them to take part (or for 
someone else to decide about participation where appropriate). Changes 
to the timing of the approach, who approaches the potential participant, 
or the manner in which it is done can lead to increased participation and 
improved overall recruitment. A process of informed consent given by the 
trial participant is the normal requirement for clinical trial participation, 
though as noted in Chapter 6 there are some exceptions. In some situations, 
the participant may not be able to consent (i.e. they lack the capacity to do 
so), and another individual may make the decision regarding their partic-
ipation (e.g. parent or medical doctor). The participant (or alternatively, 
where they do not have capacity, a designated individual) needs to be pro-
vided with sufficient information about the study in a way that they can 
understand. They need to know what participation entails; this includes 
any associated risks and obligations on them (e.g. medical tests and assess-
ments, and collection of their data). The consent given by an individual 
must also be voluntary and ongoing with the possibility of changing (i.e. 
reducing or rescinding completely) this consent. How the clinical trial is 
verbally presented (i.e. lack of clarity and inaccuracy or omission in stating 
fully what is known) by the trial staff conducting the approach to a poten-
tial participant can be a contributing factor to low recruitment rates. For 
example, the lack of equipoise between intervention and control treatments 
can lead to a lower level of consent as the individual’s decision can be influ-
enced by the recruiter (21). Low recruitment per se does not indicate the 
consent process is inadequate, as even after optimizing, recruitment may 
stay persistently low. However, going through such a process of evaluation 
can reveal unintended and unnecessary barriers. It may also identify ways 
in which study processes and the design could be modified to make it more 
appealing to potential participants. Thus, this could lead to modification 
to study documentation and requiring approval for a protocol amendment 
and related changes. Alternatively, such an assessment of the recruitment 
and consent processes may confirm the need to cease the study due to its 
infeasibility as designed. It is worth noting that a later clinical trial might 
succeed even though one seeking to address a very similar research ques-
tion has failed to successfully recruit. The circumstances and differences in 
trial design might make it possible at another time even if it was not previ-
ously (23,24). Therefore, each trial needs to be considered in its own right 
when it comes to recruitment.
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Retaining trial participants

While recruitment of participants is the hardest task faced when conducting 
clinical trials, it is by no means the only critical one. Retaining participants 
in the study (to prevent the loss of key data) is also vital. The loss of a partic-
ipant from the clinical trial does not just mean that the participant’s data are 
not available (i.e. as if they were not involved in the study). It is somewhat 
worse in that it has a detrimental impact upon the study’s (statistical and ul-
timately scientific) value. Therefore, achieving good retention of participants 
to completion of a trial’s follow-​up is a key aspect of a high-​quality clinical 
trial. Reviews of UK studies funded by leading governmental sources suggest 
10% of participants without primary outcome data in an RCT is the norm 
and a trial having a level of 20% and above is not uncommon (8). As noted in 
Chapter 7, changes to a participant’s consent (e.g. they may wish to ‘withdraw’ 
from the study) need to be carefully understood. A release from the more on-
erous elements of study participation may be what a participant wants as op-
posed to complete cessation of any involvement. They may not wish to cease 
future data collection related to them which does not include their involve-
ment, only that they will not have to attend further study visits, or complete 
more forms. Often though participants may drift away from active partici-
pation in longer running studies. Where the study involvement requires 
multiple visits and completion of forms and questionnaire over months and 
years, it can be very difficult to maintain engagement. To some extent this drift 
may also be reflected in higher levels of changes to participant consent (25). 
Robust evidence pointing to effective strategies to improve retention is also 
lacking (26). Anecdotally, good communication and easily completed CRFs 
or equivalents are widely thought to be key (20,27). Careful monitoring of 
trial data, including return of key forms, and of changes in consent, will often 
be the first signs of an issue with how the clinical trial is being run and the 
demands upon participants. Greater engagement with participants (e.g. trial 
updates via newsletters and emails), clearer and easier to complete documen-
tation, and telephone follow-​up are common strategies to address low reten-
tion levels. The more drastic step, but sometime necessary one, of shortening 
of data collection to focus upon the most important data has also been used. 
For example, by removing information of secondary value, or collecting only 
a limited amount if the initial approach is not successful, a participant may be 
happy to provide this more limited set of information. Other strategies that 
have been used include monetary incentives, along with personalizing the 

 

 



Conducting a clinical trial  199

approach and allowing more flexibility in how the form is return (e.g. postal 
or electronic, or via phone).

Data collection strategies

The clinical trial’s data collection strategy which was considered in Chapter 
7 needs to take into account not only providing a way in which in which the 
data can be returned but one by which the return of data is made straightfor-
ward. Participants and study centre staff often have many competing demands 
for their attention and time. Mechanisms of reminding them, politely, often 
pay dividends—​as does anything that makes return of data easier (e.g. pre-​
paid and addressed envelopes or automatic links to data entry). Example 
approaches that might be used in a clinical trial are given in Table 8.3. Two 
of the more common ways in which data are collected in most clinical trials, 
attendance at clinic and via form sent to participants by post, are covered. A 

Table 8.3  Example retention strategies for common data collection methods

Data collection 
mode

Time 
points

Completed by Approach to maximize return

Clinic visit   
where CRF is 
completed

3 and 
6 months

Site staff 	•	 Automated email to centres 
reminding them of visit and the 
need to schedule with participant

	•	 Request notification from centres of 
planned visit dates

	•	 Allow 1 month for return of form 
after time point

	•	 Email a report to centres every 6 
weeks that lists missing CRFs

	•	 Ad hoc contact from trial office to 
centres regarding CRF return

Postal 
questionnaire

3, 6, and 
12 months

Participant 	•	 Questionnaires will be posted 3 
days before follow-​up is due

	•	 Participants will have 10 days to 
complete the questionnaire (to 
account for postage for those 
completing on paper)

	•	 First reminder will be sent 11 days 
after questionnaire is due

	•	 If still no response, phone calls will 
be used to obtain primary outcome

	•	 Review of return rates monthly by 
Trial Management Group in the first 
instance
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common feature is not to rely on a single instance for completion as further 
approaches can lead to a substantially higher return level.

Close out and the ‘end’ of the trial

The last act of the clinical trial from a regulatory perspective is the close out (or 
completion) of the study. This is by no means the end of the clinical trial in a 
scientific sense (indeed data from the study may be used many years later) but 
it does mark completion of principle regulatory duties of the sponsor and the 
investigators, and the end of active regulatory oversight (e.g. cessation of annual 
safety reporting). A formal notice of the end of the study (from the regulatory 
perspective) will be required by the relevant regulatory bodies (e.g. ethics com-
mittee, and MHRA for a CTIMP in the UK). Final reports may also need to be 
submitted to regulatory bodies within a specified timeframe of the stated end 
of the trial. Prior to this, all study centres and potentially other bodies will need 
to have been notified when recruitment to the study formally ceased. The exact 
definition of the formal regulatory ‘end of the trial’ should be stated in the trial 
protocol but needs to encompass recruitment, data collection, processing and 
cleaning to the point of database closure as it pertains to the main objectives of 
the clinical trials. Trial close out is the process of preparing for and implement-
ing the completion of the study. Closing-​out a clinical trial operates at two lev-
els. First, each study centre needs to be closed once relevant data collection and 
cleaning is complete. Study IMP, materials, and equipment will need to be dealt 
with appropriately. Second, as a whole study the study can be closed but only 
once the process has been completed for all study centres. All safety events will 
need to have been reviewed, clarified and classified appropriately prior to study 
closure. The finalised TMF will need to contain all the relevant documentation 
(electronic and paper), and this will need to be archived according to institu-
tional, funder and regulatory authority bodies requirements. The trial registry 
entry (see Chapter 10) should be updated accordingly to report the results once 
available, indeed this may be a legal requirement (e.g. in the US and the EU). 
Other forms of dissemination (Chapter 10) may be ongoing for some time after 
the regulatory end and closer out of the study.

Summary

Running a clinical trial is where the aspirations of the scientific design meet 
the constraints of regulation, staffing resources, patient population, and other 
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practical realities. Careful study set-​up can prevent many problems though 
it should be anticipated that issues will arise when running the clinical trial 
which will need to be addressed. Recruitment and retention levels are the 
hard indicators of the progress of the clinical trial but hidden beneath them 
are many contributing factors. Some modification to the protocol should be 
expected and implemented carefully and rapidly. Without due monitoring, 
quick action is difficult, and a slowly progressing but completable clinical trial 
can become another prematurely stopped trial. Investigator and trial team 
persistence and resilience are key to a successful trial, along with making use 
of available support, and harnessing the know-​how of those who have been 
through it before.
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9
Analysing a clinical trial

A p-​value is no substitute for a brain.
Gregg Stone and Stuart Pocock, 2010 (1)

Basic principles of statistical analyses of   
randomized trials

With the notable exception of some phase 1 clinical trials, the key strength 
of the statistical analysis of a clinical trial lies in its controlled nature; that is, 
there is a natural, concurrent, and comparable reference group to compare 
the treatment group’s data to. In this chapter we will focus on the basic prin-
ciples for conducting the analysis of an RCT. Here there is, by definition, 
always a control group. We will also mainly focus on the standard trial de-
sign when applying methods of statistical analysis given it is by far the most 
common design used and also to avoid further complexity. This chapter will 
not be able to cover the basics of medical statistics. Any reader wishing to do 
so is encouraged to read one of many excellent introductions to medical sta-
tistics to understand the basics of statistical analysis (2,3). Here we will follow 
a frequentist (i.e. conventional) approach to statistical analysis (see below for 
further discussion of this). The statistical analysis should have already been 
considered to some degree when designing the study (particularly how the 
primary outcome and key secondary outcomes are going to be analysed). A 
trial protocol will have a summary of the intended statistical analysis and the 
corresponding strategy and main methods planned to be used. The full statis-
tical analysis strategy should be fleshed out prior to the point where the anal-
ysis needs to be conducted. When we first think of how to statistically analyse 
data, it is natural to want to jump to the choice of statistical analysis methods. 
However, before we consider this and related issues, we begin with seven key 
principles of the statistical analyses of randomized trials.
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Principle one—​the statistical analysis should reflect   
the design

The first and most basic principle to begin with is that the main statistical 
analysis should reflect the clinical trial design. For an RCT, it should therefore 
be a comparison between the randomized groups. This is the case even if no 
formal statistical test is made, and only an informal or descriptive analysis is 
done. It should be made with reference to the randomized groups. It is the ran-
domized groups which we expect to be the same except for the treatment re-
ceived (if the trial is well conducted, and all things being equal). We therefore 
want the main analysis to compare the randomized groups. It may surprise 
some readers that RCTs are sometimes analysed as if they were not compara-
tive studies yet this has been done (4). For a standard trial design with simple 
(1:1) randomization, if we use an analysis that compares the two randomized 
groups we are on safe ground. If another clinical trial design has been used, 
the preferable analysis is one that correspondingly reflects the specifics of the 
trial design we have adopted.

There are three further aspects of trial design which we would to take in ac-
count in developing our analysis strategy:

	 1.	 First, if we use an alternative trial design we will need to address this in 
our analysis strategy. For example, if we have a three-​arm RCT we need 
to think about how our analysis will reflect this and the potential for dif-
ferences in any of the three treatment groups. Typically, this will mean 
analyses which compare pairs of treatment as this will likely be needed 
to address the study objectives. An overall comparison, or some compar-
ison of subsets of combinations of groups, may also be appropriate. The 
approach needs to be thought through and mapped to the main research 
question and study objectives.

	 2.	 Second, if we have incorporated any variables in our randomization al-
gorithm we will want to use a statistical analysis method which adjusts 
for them. We need to do this otherwise the analysis result will be too 
imprecise (reflected in the width of the confidence interval and the cor-
responding p-​value for the comparison) (5).

	 3.	 Third, if we are proposing to collect data more than once for our out-
come, or over a period of time (e.g. morality over 2 years), we need to 
address this in our analysis strategy. There are various ways we can do 
so. We could pick a single time point up to which we think it is most 

 



Analysing a clinical trial  205

important to compare the outcome at. Alternatively, we could use an 
analysis method that utilizes all the available data such as multiple out-
come time points or when the events of interest occurred. 

As for most ‘rules’ there are exceptions or scenarios where fully reflecting the 
design in the analysis is difficult or even suboptimal. However, as a general 
rule, as the trial is designed, so it should be analysed. It is worth noting that 
statistical analyses are shaped (and constrained) by the study design. Crudely 
put, we can only analyse data that have been collected. As such, we cannot rec-
tify critical design errors with more sophisticated statistical analyses. We can 
only try to attenuate the impact of them.

Principle two—​include all individuals randomized in   
the analysis

The second key principle is that we want to include all of the individuals who 
were randomized in the corresponding analysis treatment groups. Failing 
to do so will, to some degree, dilute the statistical benefits of randomiza-
tion. Data from clinical trials can later be used for a variety of other useful 
analyses. Those which are faithful to the design will recognize the compar-
ative nature of the study design as we have considered above. For example, 
a systematic review of RCTs should be meta-​analysed in a way that recog-
nizes the design of the study from which the data came from. Furthermore, 
the analysis should typically acknowledge the allocated group irrespective of 
what occurs in terms of receipt of treatment. Hopefully there will be no ‘non-  
​compliance’ or failure to receive the allocated treatment as intended (e.g. a 
participant does not take the allocated drug tablets). Nevertheless, even if/​
when it does occur, the default main analysis, except in the most exceptional 
circumstances, should group the data ‘as randomized’. Commonly, the phase 
‘intention to treat’ is used to clarify the data has been grouped in the analysis 
in this way, and also whose data is included in each analysis group. Grouping 
data as randomised corresponds to the conventional analytic target (implicit 
in the use of standard analyses) of testing for a difference between the ran-
domised groups. As per principle one the corresponding analysis will then 
reflect the trial design. This is sometimes referred to as an intention to treat 
analysis. Due to withdrawals, and missing data it may not be feasible to in-
clude data for all randomised participants in the analysis. However, we should 
seek to include as far as possible data from all individuals (or whatever unit 
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was allocated) randomised in the analysis, minimise exclusions, and recog-
nise that our analysis strategy needs to respect the random allocation.

Principle three—​be clear about the analytic   
aim of the analysis

The third principle is to be clear about the analytic aim of the analysis of each 
outcome. Beyond the mere grouping of the data, we need to decide how exactly 
we will numerically compare the randomised groups for each outcome. This 
decision has at times wrongly only been made implicitly by choosing the anal-
ysis method according to the data available and reporting what the method 
provides by default. We should instead think about this upfront and be clear 
about what we are seeking to do. Accordingly, we might state for a continuous 
outcome we are interested the average treatment effect (the ATE as is it is often 
abbreviated to) on those randomised. The ATE is defined as the difference 
between the mean outcome values in the respective randomised groups (i.e. 
mean of the intervention group outcome values minus the mean of the control 
group outcome values). We conveniently can view the ATE as the causal effect 
of the treatment choice (as delivered in the randomised trial). For a standard 
RCT, the ATE can be calculated, simply as the mean difference between the 
outcome in the randomised groups: a difference in the means of intervention 
group ( yI ) and the control group ( yC ) observations, that is, y yI C− .

Given a standard trial design with 1:1 allocation and a reasonable sample 
size, the mean difference can be then be estimated unbiasedly and robustly, 
with associated uncertainty using standard methods (such as linear regres-
sion) (6). Note we are estimating the same quantity we made an assumption 
about in the sample size for a continuous outcome in Chapter 5 (δ as it appears 
in formula 5.1). For other outcome types (e.g. binary or time to event), the 
choice of analysis method and the specifics of its application (especially re-
garding model adjustment for prognostic factors) requires more care, and 
typically imply further assumptions particularly using regression models (5). 
Nevertheless, whatever outcome we have and whatever method we choose 
to analyse it, we should be clear about what we are seeking to estimate. The 
corresponding analytic application for other trial designs may require some 
modification of the approach. For a cluster trial where we allocate clusters 
and not individuals, we can compare the data from the clusters that were 
randomized to each treatment. Furthermore, we will want to include in the 
analysis data for all relevant individuals within these clusters (for a cluster 
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trial who they are may not be obvious like in a standard RCT). We can use 
a model which allows for the clustering of data (due to the cluster random-
isation) to be accounted for (e.g. a multilevel model) (2). It is worth noting 
in passing that where a non-​inferiority or equivalence trial is being analysed, 
the pre-​eminence of an intention-​to-​treat analysis is less clear (see Chapter 
2 for discussion of superiority, non-​inferiority, and equivalence). The most 
appropriate way to handle non-​compliance is less clear in this setting (as non-  
​compliance to random allocation tends to lead to diluting any difference 
between the groups i.e. making the groups appear more similar). For non-​  
inferiority or equivalence trials, a per-​protocol analysis which focuses on the 
data from participants who complied with the treatment protocol as allocated 
is very commonly conducted as well as an ‘as randomized’-​based analysis. We 
will consider other, potentially superior analyses that address non-​compliance   
later in the chapter.

Principle four—​use outcome data in a consistent and   
fair manner

A fouth key principle is that the outcomes we wish to compare between the 
groups need to have been collected in a consistent and fair manner across 
the groups. This might at first seem more an issue for data collection and not 
the statistical analysis. Indeed, data collection processes can and should be 
designed and implemented in order to collect such data fairly. However, by 
analysing the data we are acting as if it is reasonable to compare it. Therefore, 
it is important to pause before analysing it to consider whether this is indeed 
the case. For example, we could have an outcome that can only occur in one 
of the randomized groups (e.g. we could collect data on surgical complica-
tions in an RCT comparing surgery and a medical treatment). Here we do 
not have a coherent analysis to compare the outcome between the groups 
even though we can carry out a statistical test and get a result. This is not to 
say that collection of data on surgical complications and related treatments 
is irrelevant in our example. Only that it cannot be an outcome for which we 
compare between these randomized groups in any statistically meaningful 
way. Instead, we could usefully quantify it for the relevant treatment group 
(e.g. the surgery group in our example). Or we could define an outcome that 
allows for similar events in both groups (e.g. the need for further treatment). 
Either way, care in interpretation is needed due to the difference in the nature 
of the treatments.
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Principle five—​recognize that the observed outcome data 
has multiple causes

A fifth principle is that we need to analyse the data and interpret them rec-
ognizing that outcomes vary between individuals for a variety for reasons. It 
is critical to understand that the results we observe could have occurred by 
chance no matter how apparently strong they are on initial viewing due to var-
iation in outcome between patients. Such variation is inherent across patients 
and medical care. The observed result for each individual will have multiple 
factors that contribute to what we observe (e.g. genetics, general health, di-
sease status, treatments received, and the study design). We need to anticipate 
this. Suppose we conducted an RCT to compare two treatments which work 
equally well. We will likely observe by chance that one of the treatments has 
numerically better outcome data than the other one when we compare the 
observed summary data for the two groups. Were we to be able to do the study 
again many times, we would get a variety of results (or better put, statistically, 
we call it a distribution). Typically, we are not in such a (statistically) luxurious 
situation of carrying out our studies multiple times. Indeed, we might find 
such an idea morally repugnant or at least a grossly inefficient use of resources. 
We therefore wish to conduct analyses of each clinical trial’s data which ac-
count for this possibility of variation by chance. This will help us come to a 
view about how unusual or not our findings are. This is what a statistical anal-
ysis does by seeking to assess what is plausible given the observed data, and 
how unusual the observed values are. Commonly this is ultimately reflected 
in the analysis outputs such as a p-​value or better still a confidence interval 
which provides a range of values which are consistent with the observed data 
given the analysis conducted.

Principle six—​use analyses that quantify the magnitude of 
the effect and associated uncertainty

The sixth key principle is that analyses which quantify the magnitude of the 
effect and the corresponding uncertainty (e.g. expressed as a confidence 
interval) are to be preferred over statistical methods which only provide a 
formal statistical test (i.e. provide a p-​value). Statistical methods are com-
monly used in medical research and also to analyse data from clinical trials 
that do not provide an estimate of the magnitude of effect (e.g. chi-​squared 
tests). However, they are by themselves an unsatisfactory basis to summarize 
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the results (7). The reason is irrespective as to whether the result is statistically 
significant or not; we are interested in the magnitude of effect that is plausible 
given the data and the chosen analysis. For example, if we found the risk of a 
side effect (e.g. headache) was lower in one group, we would naturally want 
to know by how much, particularly if this treatment is more unpleasant to 
receive (e.g. may cause nausea) than an alternative which has the higher risk 
of a headache. To be able to make a choice, we need to understand the magni-
tude of the observed difference (e.g. was it a 10% reduction in the risk or is it 
only 2%?). We also want to know how large or small a difference the data sup-
port (e.g. is as large as 20% and as small as 1% something that is plausible?). 
Recognition of this is one of the reasons for carrying out a sample size calcu-
lation. It should help ensure the study has a reasonable chance of being in-
formative as we state what we are interested in finding. Correspondingly, we 
should follow through with this in the statistical analysis (not just whether 
there is evidence of a difference or not at the chosen significance level). We 
should use a statistical method that quantifies the magnitude of the effect, 
and the related uncertainty. Otherwise, we are leaving it up to the reader to 
calculate the magnitude of the treatment effect themselves and guess the level 
of imprecision.

Principle seven—​statistical analyses should be planned

A seventh key principle of analysing RCTs is to recognize that the main ana-
lyses should be planned in advance. A key feature of clinical trials is they are 
planned experiments and this planning should extend to the statistical anal-
ysis. This does not mean no further analyses can be done which are not spe-
cified in advance, merely that the main ones should be specifiable, or where 
they are no longer appropriate, a justification should be provided. The sample 
size will typically have been calculated on a statistical basis implying a partic-
ular analysis method (or type of analysis) corresponding to the data expected 
to be available. The basic statistical analysis strategy should be summarized 
in the clinical trial’s protocol and potentially any prior funding application. 
Increasingly a separate document called a statistical analysis plan (SAP for 
short) is used which is drafted and approved in advance of the key trial data 
analyses. Multiple analyses for the primary outcome and key secondary out-
come may be planned. Additionally, how compliance and missing data are 
dealt with may lead to additional analyses. This should be covered as well as 
the basic statistical principles adopted such as the grouping of the data and the 
general statistical approach.
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Different statistical analyses

Having considered the principles that should inform our analysis strategy, 
we now consider why different statistical analyses might be appropriate. 
Commonly there will be more than one statistical analysis of key outcomes, 
particularly the primary outcome of a randomized trial. Different analyses 
might lead to different results, both due to genuine differences between the 
analyses in what is being tested, and due to spurious ‘signals’ in the data. To 
address this, it is common to pre-​specify (i.e. state before the analysis is con-
ducted) what can be described as the main analysis of each outcome. Other 
analyses of interest known to be important before analysing the data can also 
be specified but viewed as being of a supporting nature to the interpretation 
of the primary outcome result. A common further analysis, which might be 
described as a ‘sensitivity analysis’, is where the same analysis is carried out 
but with additional adjustment for a key variable believed to be related to 
outcome. The International Stroke Trial (IST) RCT evaluated treatments for 
patients with acute ischaemic stroke. Age at baseline was thought likely to be 
related to chance of death, and therefore a further analysis adjusted for age 
given the main analysis did not (8). Alternatively, where there is reason to 
doubt one of the assumptions required by the method to be used for the main 
analysis (e.g. normality for linear regression), it would be natural to also con-
duct a further analysis which addressed this concern. This might require a dif-
ferent statistical analysis method which is not reliant on this assumption. We 
could plan for this in advance. Use of a different statistical analysis method can 
be described as a ‘secondary analysis’. Particular care is needed when doing 
so and interpreting the results. Different statistical methods might imply a 
different, though superficially the same, comparison. For example, the ‘non-​  
parametric’ Mann–​Whitney U test is often used instead of an independent 
t-​test due to concerns about the impact of non-​normality. However, the t-​
test compares the mean between the treatment groups, whereas the Mann–​
Whitney U test compares the distributions (i.e. the shape as well as the 
location). If the result of a Mann–​Whitney U test is significant this implies a 
difference in distributions, not just a difference in the location (e.g. median) 
between the groups. It is useful to note that each statistical method has dif-
ferent assumptions and properties. While statistical methods used appropri-
ately will mostly agree, they will not always do so (9). It is therefore critical to 
pre-​specify and report clearly which statistical analysis is the main one where 
more than one has been used.
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Methods of analysis

Statistical framework

To statistically analyse outcome data from an RCT, we need to adopt a statis-
tical approach. In this chapter we are following what might be described as a 
conventional (or frequentist) statistical approach to analysing clinical trials 
and RCTs (10). This is the approach to the analysing data which most readers 
will be familiar with if they have undergone (‘suffered’/​‘enjoyed’, delete as ap-
plicable) an introductory medical statistics course. The conventional approach 
is by far the most common statistical approach to analysing medical data and 
there are numerous excellent introductory texts for those looking to brush up 
on the basics (2). Like any approach it has its limitations, and indeed these stem 
from its strengths. This approach seeks to limit the number of assumptions 
made in order to analyse the data. It is also concerned primarily with the chal-
lenge posed by (sampling) variability. Other statistical approaches are possible, 
such as adopting a ‘Bayesian’ approach. In general, these are more flexible (in 
principle at least) but they are also more complex and time-​consuming to use 
(2). While the application of such methods is becoming more common it is still 
used in only a small minority of clinical trials and RCTs. In general, the prin-
ciples discussed here apply to the application of Bayesian methods. The focus 
here is not on the equations or the derivation of methods but the underlying 
statistical principles and the application of methods according to them. For ex-
ample, credible intervals are the natural Bayesian equivalent of a confidence in-
terval when seeking to quantify uncertainty about a parameter of interest (e.g. 
mean difference). If desired, a Bayesian ‘p-​value’ (i.e. the probability under the 
posterior distribution) can be produced as an alternative to a p-​value. Arguably 
this is a more useful direct value of interest related to our point of inference 
(e.g. is treatment A different from B?). The use of Bayesian methods is covered 
in depth elsewhere (2,11,12).

Choosing the statistical method

Beyond the general statistical framework, we are faced with an exceptionally 
large number of potential statistical analysis methods which could be used. 
Indeed, many have been used to analyse data from a clinical trial. Fortunately, 
in practice, there are a much smaller number of analysis methods that are 
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commonly used. A handful of general rules can be applied to help us choose 
an appropriate method. First, the method should provide a result which 
addresses the relevant study objective. Second, an analysis method should be 
chosen in recognition of the data that is expected to be available. Note the in-
tentional use of ‘expected’ versus ‘to be collected’ as not everything we may 
try to collect can realistically be expected for all participants. Third, statistical 
methods which require the least onerous assumptions to provide a valid anal-
ysis should be favoured unless there is a substantial benefit in terms of clarity 
from an alternative. In this chapter we are focusing on analysing data from 
RCTs. We will consider the analysis of a continuous outcome, a binary out-
come, and also a time-​to-​event outcome. These are the same three outcome 
types we considered in Chapter 5 where we looked at how to carry out sample 
size calculations. Common statistical analysis methods for these outcome 
types will be used and applied to RCT data to illustrate their use.

Analysing a continuous outcome
We will consider data from a trial of two operations of knee surgery: total and 
partial knee replacement. Data from the TOPKAT trial are shown in Table 
9.1 for the primary outcome, the OKS—​a measure of knee function and pain. 
The OKS was measured at baseline and 5 years after randomization. Data 
were available for 233 and 231 participants in the partial knee replacement 
and total knee replacement randomized groups, respectively (13). The mean 
OKS in both groups were very similar at 5 years with group means of 38.0 and 

Table 9.1  TOPKAT trial analyses of the Oxford Knee Score

Time 
point OKS by randomized group Statistical analysis

Partial knee 
replacement 

(N =​ 264)

Total knee 
replacement 

(N =​ 264)

Mean 
difference 
(95% CI)

P-​
value

n mean SD n mean SD

Baseline 264 18.8 7.0 264 19.0 7.2 N/​A
5 years 233 38.0 10.1 231 37.0 10.6 Unadjusteda 1.0 (−0.9 

to 2.9)
0.29

Adjustedb 1.0 (−0.4 
to 2.5)

0.16

CI, confidence interval; OKS, Oxford Knee Score; SD, standard deviation; N/A, not assessed.
a Unadjusted analysis using independent t-​test. b Adjusted for age, sex, baseline OKS score, and surgeon 
delivering operation using linear regression. Surgeon was accounted for using cluster-​robust variance 
estimation.
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37.0. This reflects a substantial numerical increase from baseline (both groups 
had means of approximately 19.0 at baseline). The OKS ranges from 0 to 48 
and can for convenience be analysed as if it were a continuous outcome. We 
can readily apply a linear regression model to estimate the mean difference 
between the two randomized groups given the standard RCT design. This 
respects principles one to five outlined above. We can do this without any ad-
justment for other factors (an ‘unadjusted analysis’). This is equivalent to car-
rying out an independent t-​test to compare the mean OKS between the two 
randomized groups (assuming common variance). We can calculate the mean 
difference by a simple subtraction with 38.0 minus 37.0, that is, the OKS was 
1.0 point higher on average in the partial knee replacement group. However, 
to calculate the corresponding confidence interval and to calculate a p-​value 
we need to do more work. Typically when analysing clinical trial data we use a 
statistical program to carry out the calculations automatically for us to avoid 
simple errors and for ease and speed. Doing so we find the 95% confidence 
interval for the mean difference is from −0.9 to 2.9 with a corresponding p-​
value of 0.29. Therefore, we do not have statistical evidence of a difference at 
the two-​sided 5% significance level. This can also be seen in that the 95% con-
fidence interval for the difference in means contain zero, that is, the interval 
contains the point where both groups have the same mean OKS value (i.e. no 
difference). The range of values in the interval are not that large roughly from 
an average difference of almost one in favour of total knee replacement to a 
difference of just under 3 points in favour of partial knee replacement.

However, this is not the full story as the trial used minimization to ran-
domize participants to the intervention. The randomization controlled for the 
participant’s sex, age, OKS at study entry, and also the surgical group involved 
in delivering the operation (13). As per key principle one above, we therefore 
would like an analysis that reflects these variables. Furthermore, adjusting 
for these variables may additionally provide a more precise result. The cor-
responding result was 1.0, 95% confidence interval (–​0.4 to 2.5) providing a 
slightly narrower confidence interval. However, there was as before, no sta-
tistical evidence of a difference at the (two-​sided) 5% level. Again, the confi-
dence interval for the difference in means contains zero. The range of values 
consistent with the data suggesting at most a modest difference in favour of 
partial knee replacement (2.5 points) cannot be ruled out at this significance 
level. In others words, the analysis found no clear evidence of a difference in 
OKS between the groups. However, it did not rule out a small difference in 
favour of partial knee replacement. The possible difference in favour of total 
knee replacement within the interval though was only 0.4 which was consid-
ered likely to be of little clinical value.
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Analysing a binary outcome
For our analysis of a binary outcome, we use data from the Learning Early 
about Peanut Allergy (LEAP) trial (14). It recruited 640 infants with severe 
eczema, egg allergy, or both, to receive either consumption or avoidance of 
peanuts until 60 months of age. Parents of the participants in the consumption 
group were supplied with peanut products for the infants to consume with 
three or four meals a week. For infants in the avoidance group, parents were 
requested to avoid giving them peanuts until they were 60 months old. The 
primary outcome was the proportion of participants with a peanut allergy at 
60 months. Infants received a skin prick test (SPT) for peanut allergy at study 
entry (baseline). Two groups of infants were recruited to the study: those who 
had a negative SPT at study entry, and those who had a positive (but not too 
severe) SPT result at study entry. For simplicity, we focus on the result of the 
combined groups (both SPT-​positive and -​negative groups). The results for 
the 628 participants grouped according to the random allocation are given in 
Table 9.2. We can see there were 10 (3.2%) and 54 (17.2%) infants who were 
allergic in the consumption and avoidance groups, respectively. Obviously 
these appear to be quite different levels of peanut allergy.

When analysing a binary outcome, we have three common alternative 
measures that can be readily used to quantify the magnitude of the observed 
difference between the groups as we considered in Chapter 5. These are an 
OR, a RR, and/​or a risk difference in the proportions (if we multiply the latter 

Table 9.2  LEAP trial comparison of consumption versus no consumption analysis of 
allergic reaction

Time 
point Allergy by randomized group Statistical analysis

Consumption 
(randomized =​ 319)

Avoidance 
(randomized =​ 321)

Effect measure (95% CI) P-​valuen N % n N %

60 months 10 314 3.2 54 314 17.2 Risk 
difference in 
percentagesa

−14% 
(−19% to 
−9%)

N/​A

Odds ratiob 0.16 (0.08 
to 0.32)

<0.001

Risk ratioc 0.19 (0.10 
to 0.36)

<0.001

CI, confidence interval; N/A, not assessed.
a Newcombe’s method no. 10 (16). b Logistic regression. c Confidence interval method implemented in the 
cs command in Stata (17).
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by 100 it can be presented as a percentage difference). Briefly, the OR is the 
odds (probability of an event divided by the probability of not having the 
event) in one of the groups divided by the odds in the other group. The RR 
is the risk (number of events divided by number of individuals in the group) 
in one group divided by the risk in the other group. The risk difference is the 
risk in one group minus the risk in the other group. Due to limited space, we 
do not consider in detail the definitions and merits of each in length and refer 
the reader to useful texts elsewhere (2,15,16). We will illustrate the three dif-
ferent results using a statistical analysis method which compares the respec-
tive effect size measure using the same data. We note in passing we would 
typically only use one of these effect size measures, and base our analysis 
strategy around methods which calculate it. Furthermore, to respect prin-
ciple seven, we should plan this in advance and pre-​specify what the main 
analysis is.

We now use a method to calculate an estimate of the OR, RR, and risk dif-
ference in turn using the data in Table 9.2. The risk difference in percentages is 
14% lower in the consumption group. Using Newcombe’s method no. 10 (17) 
to calculate the 95% confidence interval, we see that it is from −9% to −19%, 
that is, the percentage of allergy at 60 months could be between 9 and 19% 
lower in the consumption group. This method does not by default produce 
a corresponding p-​value though one could be produced if desired. As before 
the inclusion or not of the null value (here 0%) indicates significance at the 
specified level (i.e. 2-​sided 5% for a 95% confidence interval). If instead we 
wanted to calculate an OR, we could use logistic regression (with the random-
ized treatment group as the only independent variable) (2). We use a model 
with the randomized treatment group as the only explanatory variable in the 
model (i.e. an unadjusted analysis of the ‘as randomized’ groups). Doing so we 
get an OR of 0.16 with 95% confidence interval (0.08 to 0.32), that is, the point 
estimate is a 84% reduction in the odds in the consumption group. The cor-
responding confidence interval ranges from a 68% to a 92% reduction in the 
odds of a peanut allergy in the consumption group compared to the avoidance 
group. The corresponding p-​value is less than 0.001 reflecting a very small 
chance of the data occurring by change if there was no difference between the 
groups (given the data observed and the method used). Similarly, if we wanted 
to calculate the RR we could do so using a suitable confidence interval method 
such as the one implemented in the cs command in Stata (18). Doing so we get 
a RR of 0.19 with 95% confidence interval (0.10 to 0.36). The corresponding 
p-​value is again very small, less than 0.001. The result is an observed reduction 
of 81% in the risk of a peanut allergy in the consumption group. The con-
fidence interval ranged from a 64% to a 90% reduction in the consumption 
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group. Note the OR and RR here are quite similar though that does not need to 
be the case. If there had been a higher rate of allergy then the OR and the RR 
estimates would diverge.

Two points are particularly worth emphasizing. First, none of the three 
treatment effect measure (or any alternative) can be claimed to be clearly 
better than the other options. Of the three shown here, each has its own 
strengths. A risk difference in percentages is perhaps the easiest to understand 
but it is more difficult to adjust for than other variables in the statistical anal-
ysis (e.g. if we wanted to account for age at baseline or sex, etc.), and tends 
to require slightly more data to detect a difference. ORs are mathematically 
convenient to work with for statistical reasons beyond the scope of the book 
(19). Using logistic regression makes modelling easy to apply, but the least 
readily interpretable result of the three effect measures presented here. The 
RR arguably fall between the aforementioned two measures in terms of in-
terpretability and convenience of analysis. Irrespective of which is used for 
a binary outcome, it is important to consider the findings in terms of what 
both the absolute (e.g. difference in percentages) and the relative effect is (e.g. 
change in risk). Second, all the analyses in Table 9.2 have in essence the same 
result, that the consumption group had a markedly lower level of peanut al-
lergy at 60 months. However, there are minor differences between the results 
of the methods (aside from the obvious distinct way the treatment difference 
is expressed). Had the trial result been a borderline difference (in favour or 
either group), the three different analyses could have led to (nominally) dif-
ferent conclusions when judged on statistical significance alone.

Analysing a time-​to-​event outcome
We now consider the analysis of a time-​to-​event outcome. Here we use data 
from the IST trial (8). The trial adopted a 2 × 2 factorial trial design to allow it 
to look at two treatments in conjunction. For simplicity we focus only on the 
aspirin comparison and also on only one of the two primary outcomes: death 
within 14 days. We begin with analysing the data as a binary outcome in the 
same manner as above. The results are given in Table 9.3 according to the ran-
domized groups. We can see there were 872 (9.0%) and 909 (9.4%) deaths in 
the aspirin and no aspirin groups, respectively, at 14 days. Obviously these are 
very similar values on the face of it, and any statistical test is unlikely to detect a 
difference. However, we do have a large study here and it is useful to clarify how 
close or not it is to meeting criteria for statistical significance (typically two-​
sided 5% level). We would like to know how certain (or not) we are about the 
possibility of a difference between the groups. We now use the same three sta-
tistical methods as in the LEAP trial example to calculate each in turn using the 
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data in Table 9.3. The risk difference at day 14 is 0.4% higher in the no aspirin 
group and using Newcombe’s method (no. 10.) to calculate the 95% confidence 
interval we see that it is calculated to go from −1.2% to 0.4% (i.e. the percentage 
of death could be 1.2% lower in the aspirin group to 0.4% higher in the aspirin 
group). We get an OR for an event up to day 14 of 0.95 with 95% confidence 
interval (0.87 to 1.05), that is, a point estimate of 5% reduction in the odds of 
death in the aspirin group with a confidence interval ranging from 13% reduc-
tion to a 5% increase. The corresponding p-​value is 0.35 reflecting the simi-
larity in the estimated value. The calculated RR using the same method as for 
the LEAP example above is 0.96 with 95% confidence interval (0.88 to 1.05) 
with a p-​value of 0.35; in other words, there is an observed reduction of 4% in 
the risk of death in the aspirin group with the confidence interval ranging from 
a 12% reduction in the aspirin group to a 5% increase in the aspirin group.

So far we have considered mortality as a binary outcome and analysed it 
accordingly. However, as we have the information relating to when death 
occurred, we have an alternative option which is to analyse the data as a time-​
to-​event (or ‘survival’) outcome. The advantage is that if we know the outcome 
for participants over varying periods of time (i.e. not always exactly 14 days), 
we can include them for whatever period of time we do know their status. We 
will therefore use the data about deaths occurring within the first 100 days. 
We can graphically represent this as a Kaplan–​Meier curve, one for each of the 
two randomized groups (Figure 9.1) (2). The curve shows how the probability 

Table 9.3  IST trial comparison of aspirin versus no aspirin analysis of death

Time 
point Death by randomized group Statistical analysis

Aspirin 
(randomized=​

9720)
No aspirin 

(randomized =​ 9715)

Effect measure (95% CI) P-​valuen N % n N %

Day 14 872 9719 9.0 909 9714 9.4 Risk 
difference in 
percentages

0.4% (−1.2% 
to 0.4%)

N/​A

Day 100 1854 9719 19.1 1795 9714 18.5 Odds ratio 0.95 (0.87 to 
1.05)

0.35

Risk ratio 0.96 (0.88 to 
1.05)

0.35

Hazard ratio 0.97 (0.91 to 
1.03)

Note: N/A, not assessed
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of survival changes over time as death occur. Time is subdivided into intervals 
(i.e. in this case as days) during which either an event occurs or does not occur 
for each individual. Data for each individual contribute for the period for 
which their status (death or not) is known. We plot one survival curve for each 
group so we can see if there are any obvious differences in the survival over 
time between the groups. Here we can see both groups have very similar sur-
vival curves and the relationship of one to the other appears to be consistent 
over time (i.e. there is no crossing of lines or change in the relative survival of 
one treatment to the other). The curves are also very smooth, reflecting the 
large number of participants with the full 100 days of follow-​up. Implicitly it 
is assumed that all participants (whether ‘censored’ or not, i.e. whether they 
are known to have been alive for only part of the follow-​up or the full 100 
days) have the same risk of death. It is possible to compare the curve to test 
for a difference in the curves. A very commonly used test to do so is called 
the log-​rank test which we came across in Chapter 5. Here we apply it and the 
resultant p-​value is 0.29 which is not clearly significant at the two-​sided 5% 
significance level. Therefore, there is no statistical evidence of a difference be-
tween the survival curves at this significance level. This is not surprising given 
the curves shown in Figure 9.1. However, it is desirable to be able to quantify 
the difference between the treatment groups and the uncertainty related to it. 
Furthermore, we may wish to use a method which will allow us to take into 
account other variables of interest.
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Figure 9.1  IST trial—​Kaplan-​Meier survival curve for death.
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A common statistical approach to analysing time-​to-​event data is to use a 
Cox proportional hazards model (2). We use a model with only the random-
ized treatment group as the only explanatory variable in the model (i.e. an un-
adjusted analysis of the ‘as randomized’ groups). Here the results are expressed 
as a ratio of the hazard (instant risk) of the event of interest (in our case death) 
at a specific point in time in the individuals for which the event has not 
occurred so far (i.e. are still alive at that point for our example). As discussed 
in Chapter 5, the term ‘proportional hazards’ in the name of the method refers 
to an assumption related to the pattern of survival which assumes the ratio of 
the ‘hazards’ (i.e. the risk of an event at a point in time given the participant 
has survived to that point) are consistent over time. If this is the case, then the 
hazards can be referred to as ‘proportional’ (20). The Cox proportional haz-
ards model assumes this. However, if the hazards are not proportional, we ei-
ther need to consider more complex analyses which deal with the changing of 
effect over time (e.g. time-​varying effects which account for variables that may 
explain a change in the treatment’s effect over time) (21) or we have to be more 
cautious in interpreting our results of our Cox proportional hazards model 
as it is an average of the actual ratio of the hazards over the follow-​up period.

Given the shape of the survival curves we happily are not concerned about 
the assumption of proportional hazards being invalid. We can proceed with 
interpreting the findings. The results from this are again very similar to the 
previous analyses of death at day 14. The estimated HR is 0.97, 95% confi-
dence interval (0.91 to 1.03), that is, hazards might range from 9% less to 3% 
more, so a very small hazard either way. As with the OR and RR, a value of 1.0 
indicates the groups are estimated to have the same value (i.e. hazard). We can 
also quantify the survival at key points using the Kaplan–​Meier curves. For 
example, survival at day 50 was estimated to be 85% and 84% in the aspirin 
and no aspirin groups. We could have picked any day of the curve and picked 
off the corresponding results. overall, there is no statistical evidence (at our 
chosen significance level) to conclude any difference in the risk of death be-
tween the randomized groups over time.

It is worth noting in passing that small differences are very difficult to de-
tect but even harder to rule out. Despite including over 18,000 participants, 
our analysis cannot rule out the possibility of a 1% absolute decrease (or 12% 
relative reduction) in the risk of death at 14 days. The HR confidence interval 
included a 9% decrease to a 3% increase in the hazard. A frustrating and unin-
tuitive aspect of statistics is that the more similar two groups are, the greater 
the amount of data that is required to demonstrate this. Finally, it is worth not-
ing that such a small difference between treatments in most outcomes would 
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often be considered clinically unimportant, or insufficient to justify using a 
more expensive or demanding to deliver treatment. Nevertheless, as we are 
taking about mortality here, a 1% absolute reduction in the risk (or 9% reduc-
tion in the hazard) cannot be readily discarded as of no interest. We now con-
sider how we come to an overall conclusion for the study given we will likely 
have multiple outcomes with different results.

Coming to an overall conclusion

Having conducted our main analyses of the primary outcome we might con-
sider the matter of the analysis closed. However, while we may have the main 
result of the clinical trial, we need to consider the results of the other (sec-
ondary) outcomes before we can have a final conclusion of the findings of the 
clinical trial, or RCT. We will typically have a number of further (secondary) 
outcomes in a clinical trial. We should plan how we will analyse these as well 
in our SAP. Each needs to be considered in turn regarding what an appro-
priate analysis approach would be in terms of the type of outcome and what 
is of key interest. Data on safety related to the treatments must also be consid-
ered. We now consider our three examples in turn again.

In the TOPKAT trial there were 14 secondary outcomes looking at other 
knee-​specific outcomes, health-​related quality of life, patient satisfaction, 
complications, re-​operation, and healthcare resource use (such as length of 
stay) (13). Other knee outcomes had a similar pattern of small numerical, but 
not statistically significant, differences in favour of partial knee replacement. 
Length of stay, two of the three patient satisfaction outcomes, and a measure 
of overall health-​related quality of life (score out of 100 by the participant) 
were statistically significantly higher in favour of partial knee replacement by 
a modest amount. Overall, both surgeries had similar high 5-​year outcomes 
with similar clinical and surgical outcomes. Some small differences in favour 
of partial knee replacement in a patient-​report measure of treatment approval 
were identified, which could be viewed as supporting partial knee replace-
ment (all other things being equal).

In the LEAP trial, the overall result showed a strong effect in favour of 
consumption of peanuts. Secondary outcomes were occurrence of allergic 
sensitization, occurrence of food allergies, adverse events, and immunolog-
ical assessments (14). Sensitization and immunological data also supported 
the overall conclusion. There were no deaths of study participants in the 
follow-​up period. Hospitalization and serious adverse events were similar 
in the two groups. A key objective of the study was to explore whether the 
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result was the same or not for the baseline SPT-​positive and -​negative groups. 
Corresponding analyses showed this was the case (in terms of favouring con-
sumption though probably to a difference magnitude). Overall, the data pro-
vided a very convincing set of data in support of the consumption strategy.

In the IST trial, there were seven other pre-​specified outcomes which in-
cluded death or dependency at 6 months (a second primary outcome), and 
ischaemic stroke and major extracranial haemorrhage within 14 days, among 
others (8). A difference in favour of aspirin was observed in one of the key sec-
ondary outcomes (fewer ischaemic strokes within 14 days) with no increased 
risk of haemorrhagic strokes (considered a potential risk related to receipt of 
aspirin). Further analyses (including an analysis of death or dependency at 6 
months adjusted for stroke severity at baseline) provided a consistent pattern 
of a small benefit with receipt of aspirin; hence the study’s overall conclusion 
‘the IST suggests a small but worthwhile benefit [of aspirin] at 6 months’.

Other common issues in analysing clinical trial data

There are four key aspects of any clinical trial which need to be considered to 
make sure the analysis results are not misleading or at least no caveats need to 
be applied. These are (i) assessing the baseline comparability, (ii) the compli-
ance with treatment allocation, (iii) the potential impact of missing data, and 
(iv) multiplicity of analyses. We consider each of these now in turn and use the 
three trials we considered above to consider the relevant issues.

Baseline comparability

When conducting a statistical analysis of an RCT, we wish to reassure our-
selves that randomization was done as planned, and that there is no clear 
reason to doubt randomization has achieved what was intended. We have car-
ried out randomization so that we have two groups that are comparable at 
baseline (at the point randomization occurred). As noted above, we wish to 
know that those analysed were those randomized. We can also check the key 
characteristics of the participants collected at the time of study entry prior to 
randomization to see that the randomized groups were indeed similar (22). 
This is called looking at baseline comparability. As noted earlier in Chapter 3, 
this requires more care than might at first appear to be the case, as randomi-
zation does not produce identical (perfectly ‘matched’) groups. Instead, with 
random allocation the groups are likely to be similar but we anticipate some 
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chance differences. As such, if we have a number of characteristics we summa-
rize at baseline, it would not be surprising for some to be a bit different. What 
we are looking for is extreme dissimilarity that might mean randomization 
was not carried out correctly. Or it would indicate that we have been extremely 
unfortunate in that randomization has produced groups which are clinically 
not comparable. Where stratification or minimization was used to control for 
one or more factors, we can check to see if the randomized groups are indeed 
very similar for thes factors which were controlled for. The randomization 
methods should have forced them to be similar. For example, if randomiza-
tion was stratified by age, and age is very different in the two groups, it is a 
sign that randomization did not work as planned. It might indicate the ran-
domization has been undermined. We can consider the TOPKAT trial again 
and note that the OKS at baseline was controlled for in the randomization. 
Looking at the baseline values in Table 9.1, we happily see that the mean (and 
standard deviation) of the OKS at baseline is very similar in both groups. This 
is as we would expect given the method of randomization used (minimization 
incorporating baseline OKS) and the size of the study. Happily, this is also 
true of the other two clinical factors (age and sex) which were included in the 
minimization algorithm (where 58% of participants were male in both groups 
and the average age was 65 SDs of 9) in both groups (13). In the LEAP trial, 
the randomization was stratified by SPT status at baseline. Of the 542 SPT-​  
negative participants at baseline, 272 and 270 were in the consumption and 
avoidance groups, respectively. Similarly, of the SPT-​positive participants, 51 
and 47 were in the consumption and avoidance groups, respectively, suggest-
ing the randomization worked as planned in this regard. Baseline characteris-
tics were also reassuringly similarly (not shown here (14)) in the two groups.

Compliance with treatment allocation

We now consider the potential impact of compliance to the treatment alloca-
tion on the statistical analysis. Presuming randomization has been successful 
conducted, the trial has been appropriately conducted, and an appropriate 
statistical analysis has been conducted, then we have a valid result. However, 
to understand how it might be applied in clinical practice, or indeed if it has 
much value, we need to consider the compliance with treatment allocation. 
Did the participants allocated to a particular treatment receive it or not? If 
they did, was it received as planned? To give the extreme example, imagine 
if we had a study which found no difference between treatments in any out-
comes. We would therefore think the choice of treatment makes no difference 
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to the outcomes. However, if everyone actually got the same treatment (e.g. 
if everyone in the TOPKAT trial got total knee replacement) irrespective 
of randomization then observing no difference is hardly surprising. This is 
not telling us anything about a potential difference between total and partial 
knee replacement. It would also mean we have got something badly wrong 
with our trial design and conducting the trial. More likely, and what occurs 
in most clinical trials, is that most people receive what they were supposed 
to. However, we will have some who did not for various reasons. The magni-
tude of the proportion of non-​compliance might make us reconsider our first 
interpretation.

For the TOPKAT trial, 88% of those in the partial knee replacement group 
actually got it, with 90% in the total knee replacement group getting a total 
knee replacement. Again, we have reassuringly large levels of compliance. 
Of note, though, there were 31 in the partial group who got a total knee re-
placement and 13 in the total group who got a partial knee replacement. This 
is sometimes called ‘cross-​over’. The impact of this is to dilute any genuine 
difference between the groups. For the LEAP trial the compliance data are 
reassuring: large differences in peanut consumption were found using a food 
questionnaire. Similarly, the level of peanut detected in bed dust samples also 
showed much more peanut consumption in the consumption group and little 
in the avoidance group as hoped (14). In the IST trial, we wish to consider 
whether the daily dose of aspirin was received for 14 days (unless discharged 
from hospital as planned). In the IST trial, pleasingly over 90% received their 
allocated treatment (92% of those allocated to aspirin took it as requested and 
93% of those allocated to avoid it did not take it). This reassuringly suggests no 
reason to be concerned. Indeed, this might suggest a slightly higher benefit if 
aspirin is indeed taken.

Given this presence of some non-​compliance in the TOPKAT, LEAP, and 
IST trials, it begs the question what would be the estimated treatment effect if 
treatment was fully received? This is a surprisingly difficult question to answer 
satisfactorily. A common approach is to compare only a subset of the ran-
domized participants; under a ‘per-​protocol’ analysis we only include in the 
analysis those allocated to each randomized group who have received the al-
location as planned (i.e. allocated to aspirin and received aspirin). The advan-
tage is that only those who got their allocated treatment are being compared. 
However, the disadvantage is that we have diluted the value of randomization 
by excluding a number of people from the randomized groups. This runs the 
risk of introducing selection bias when comparing these ‘per-​protocol’ groups. 
For example, if more than one of the randomized group do not receive the full 
course of drug treatment because it has nasty side effects, those who drop out 
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of the respective groups are likely to be different. The groups that are retained 
in the analysis accordingly may be a little different. A further fairly common 
approach is to analyse those as ‘as treated’, that is, ignoring the random allo-
cations, and only focusing on what actually occurred, the key issue being that 
changing treatment will not be a random occurrence. It is usually related to 
the disease or general well-​being (e.g. if they have more unwell). Both a per-​
protocol and an ‘as-​treated’ analysis, are unsatisfactory ways to deal with non-​
compliance with random allocation. Fortunately, there are more sophisticated 
approaches to address this issue though they require careful implementation 
and interpretation. Complier-​average causal effect methods to assess the 
causal effect in compliers have been used. The reader is referred to one of a 
number of excellent introductory texts for further information on their use 
in clinical trials and RCTs in particular (23). It is worth noting also that the 
cause of non-​compliance is arguably as important as its existence in terms of 
the interpretation. Non-​compliance with treatment allocation can unfortu-
nately occur for study-​related issues (e.g. the person delivering the treatment 
was unaware of the allocated intervention). However, it can also be for clinical 
reasons which might reflect use of the treatment in clinical practice (e.g. a 
drug may have a severe side effects in a minority of individuals). Any analysis 
seeking to address non-​compliance requires careful interpretation. This also 
relates to what is the real research question of interest, and the analysis can 
be tailored to some degree to deal with the subtle nuances regarding compli-
ance. The concept of ‘estimands’ is gaining in popularity in the statistical com-
munity as a way to express the analytic target more precisely, including how 
non-​compliance and missing data should be dealt with (24). A ITT analysis 
as discussed above corresponds to a treatment policy estimand. Further dis-
cussion (24), of what can be quite complex subject is beyond the scope of this 
chapter; we note only here that the corresponding estimand analyses enviably 
have a trade-​off of great assumptions to provide more tailored and specific 
results.

Dealing with missing data

Another key aspect of the statistical analysis is the strategy to address any 
missing data. Regrettably, the occurrence of missing outcome data seems 
unavoidable except for the smallest of clinical trials or where outcomes are 
restricted to those which are more readily collected (e.g. death or hospitali-
zation). Similar to non-​compliance, the presence of missing data may cause 
some uncertainty about the applicability of the result, and there is typically no 
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entirely satisfactory analysis option. However, unlike non-​compliance where 
some non-​compliance may reflect clinical practice, missing data is purely a 
study issue. Therefore, in principle it can at least be mitigated and in some 
cases avoided by careful study design. Steps to minimize missing data partic-
ularly for key outcomes should be implemented. However, when it gets to the 
point when the statistical analysis is to be conducted, despite the hard work of 
many, having some missing key outcome data is far from uncommon. To con-
sider the potential risk of bias we can quantify the magnitude of missing data 
by treatment groups. Hopefully, it is of a similarly low level in both groups so 
as not to be of any concern. For the LEAP trial, there were only 12 participants 
with missing primary outcome data (2%) (Table 9.2). This was 5 and 7 par-
ticipants, respectively, in the consumption and avoidance groups. However, 
given the strength of the overall finding this is not of a magnitude that is 
overly concerning. No complex statistical method is needed to clarify this. In 
the IST study there were only two individuals (one in each group) missing 
14-​day data out of over 19,000 participants (Table 9.3). Clearly, missing data 
was also not a concern in this trial. In many settings, particularly patient-  
​reported outcome, a substantial amount of missing data are unavoidable. 
There is no need to carry out any further analysis in this case. For example, 
in the TOPKAT trial the 5-​year OKS was available for 88% and 89% of par-
ticipants in the partial and total knee replacement groups, respectively. As 17 
had died and a further 15 had withdrawn from the study by 5 years, the re-
sponse rate (among those sent the questionnaire) was actually 92% and 95% 
in the partial and total knee replacement groups, respectively (11). Therefore, 
the amount of missing data was reassuringly small and similar in each group. 
However, we might still wish to carry out analyses to look at the impact 
involving ‘imputation’ to assess the potential impact. Methods to do so vary in 
complexity from one-​off (e.g. ‘simple’ best–​worse imputation for a binary out-
come) to modelling potential outcomes based upon known data. Modelling 
approaches include ‘multiple imputations’ methods where multiple artificial 
datasets are generated with data imputed according to model assumptions. 
These datasets are then analysed individually and a summary result is pro-
duced, which is hopefully a fairer representation of the data.

It is worth noting that the presence of missing data per se does not in-
validate the analysis even if there is a very high proportion (say, even 50%). 
However, the issue is whether having missing data has led to a biased analysis 
(due to the observed data not being representative of the complete dataset). 
Depending upon what view we take of the reasons for having missing data, 
we may be more or less concerned. If it is due to what statisticians would call 
‘missing completely at random’ (unrelated to any patient characteristics) then 
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having missing data will not bias the result. It will only reduce its precision. 
Similarly, if data are ‘missing at random’ (unrelated to patient characteristics 
as before once you take into account key information included in the anal-
ysis, e.g. sex and age at baseline) this can also be addressed in the analysis. We 
need the relevant data and to know what to adjust for. However, if the missing 
data are what is called ‘missing not at random’, then the presence of missing 
data makes the observed data unrepresentative. It therefore may lead to a bi-
ased analysis. When we are comparing between groups in an RCT, we have 
protection given the controlled nature of the groups. This is the case as long 
as the mechanism (factors) driving missing data is the same in both groups. 
However, this may not be the case. For example, if those in the group receiving 
one drug are more likely to leave the study and not provide outcome data due 
to adverse responses cause by that drug, then the impact of missing data could 
be just as bad in an RCT as in other studies. Often it is hard or impossible to be 
sure why data are missing. We might therefore want to think about how dif-
ferent the missing data might have to be from the observed data to make any 
difference to the conclusion we would draw from the results. All approaches 
to missing data, including acting as if there are none, make assumptions (ex-
plicitly or implicitly). Unfortunately these assumptions are largely uncheck-
able. Given this, a sensible approach is to quantify missing data, consider the 
reasons for it, and make use of analyses that can help explore its potential im-
pact to alter the analysis result where it is non-​negligible. Further details on 
dealing with missing data in clinical trials and the various missing approaches 
can be found elsewhere (25,26).

Dealing with multiplicity of analyses

We should also consider the potential for multiplicity of analyses when pla-
nning and conducting a statistical analysis. Often, for very good reasons, 
we have the potential for multiple analyses of in essence the same thing. We 
might measure an outcome, for example, in the TOPKAT trial the OKS was 
measured each year (e.g. 1, 2, 3, 4, and 5 years) and not just at 5 years. There 
may be different knee scores that could be used and collected in the trial. 
Furthermore, we could have a number of analyses to address the impact of 
missing data, compliance, or to use these data in different ways. For example, 
it might be believed that there could be an early difference in outcome but not 
at 5 years, or vice versa. There may be patient characteristics that might be 
considered to potentially affect how well the treatment works. These could be 
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used to form subgroups of interest in which any differences in results could 
be explored. In the LEAP trial, the treatment effects in the SPT-​positive and 
SPT-​negative groups were of interest. Analysing these separately we have two 
analyses and two results (not one). If we also analyse the data overall (as we 
did earlier in the chapter), we can have three sets of results. More complex 
designs can also lead to multiple possible analyses (e.g. if we have three or 
more treatment groups we have seven possible analyses for each outcome). 
Very quickly we can tally up the analyses leading easily to double figures. As 
we noted above, there is nothing wrong per se with having multiple analyses. 
However, there is first the potential for additional analyses to provide a con-
fusing and potentially contradictory array of results, and furthermore each 
additional analysis runs the risk of a spurious (i.e. not a genuine discovery but 
a unreliable) finding.

Formal statistical adjustment for such ‘multiplicity’ can be done which 
penalizes every statistical analysis carried out in order to preserve overall 
control on the possibility of a false finding (e.g. controlling the overall type I 
error) (27). However, these methods can be quite difficult to implement. They 
often require information that is not usually available upfront. Or they may be 
complex to abide by in practice when analysing and interpreting the results. 
The simplest approach, and the most commonly used, is the Bonferroni ad-
justment. Using this, the significance level is reduced by dividing the overall 
desired significance level by the number of statistical analyses considered to be 
related. For example, if in the LEAP trial we wanted to do separate analyses for 
the SPT-​positive and SPT-​negative baseline groups (and not analyse overall), 
we could carry out separate analyses by applying a 2.5% (5% divided by two) 
two-​sided significance level to interpret the findings of the two analysis results 
(by adjusting the confidence interval accordingly). However, this approach is 
overly conservative in that it overcompensates. This approach quickly makes 
analyses fairly worthless as the number of analyses grows. Its impact can be 
compensated for by correspondingly substantially increasing the sample size 
but there is only so much of such inflation of the sample size that is possible. 
A better approach is to be clear what the planned main analysis is, and specify 
it as such. We then support this main result by choosing a small number of 
further analyses in advance which have a clear rationale. Other unplanned 
analyses which seem appropriate once the statistical analysis has begun can 
be marked as ‘post hoc’ when reporting (see Chapter 10 for more discussion). 
Doing so allows the reader to appropriately downplay the importance of the 
individual result. To summarize, when it comes to the analyses of each out-
come, in general, less is more informative.
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Analysis methods for other types of clinical trials

In the text so far we have considered the statistical analysis of RCTs. All com-
parative clinical trials will follow similar approaches though the outcomes 
considered and the analysis methods may differ. A very different class of clin-
ical trials are early phase (1 and 2) clinical trials. These focus on safety consid-
eration and early signs of treatment effect. In terms of the statistical analysis, 
typically evaluation of the safe dose (e.g. MTD) is commonly the main focus 
of these trials. Here the statistical design in terms of the sample size and anal-
ysis needs to be considered in light of the primary research question. For trials 
with dynamic dose-​escalation, instead of a single analysis at the end which 
was implicitly assumed in the earlier discussion in this chapter, data will be 
analysed repeatedly as the study progresses. This is done in order to deter-
mine what the next dose should be or if the study can stop due to already 
reaching a conclusion according to the planned analysis. Modelling the PK 
and PD relationship might then be the focus in the final analysis in order to 
assess the recommended dose to use in a future study (e.g. phase 2 trial). The 
interested reader is referred to sources which deal with such analyses at some 
length (23,28–​30).

Summary

The statistical analysis strategy should be tailored to the research objectives 
(reflecting their relative importance), the clinical trial design, the outcomes 
to be analysed, and the data to be collected. The more effort that is put into 
thinking about the statistical analysis in advance, the easier the process of ana-
lysing the trial will be. A main analysis should be specified for each outcome. 
Use of further (sensitivity and secondary) analyses can be helpful to tease out 
potential issues, nuances in interpretation, or provide reassurance related 
to assumptions. The potential impact of missing data and non-​compliance 
should be explored. Nevertheless, the interpretation of these further results 
needs careful handling.
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10
Reporting and disseminating the 
findings of a clinical trial

A high standard must be set in reporting the results of clinical trials, 
particular, as Daniels (1950) suggests, in these ‘pioneering investiga-
tions’ which ‘may in many ways serve as a model and lesson to future 
investigators’.

Bradford Hill, 1951 (1)

Why reporting and dissemination matters

Reporting the results of a clinical trial can feel like a chore, a dull, if necessary, 
part of running a clinical trial. However, the value of good reporting cannot be 
overestimated. There are two main reasons why reporting matters.

First, those who conduct clinical trials have a moral obligation to report the 
findings so that others can benefit from their study. Regardless of the ques-
tion a trial asks—​learning about a new drug treatment, discovering the appro-
priate, safe dose of a drug, or seeing whether a new treatment is better than an 
alternative treatment—​that question is not truly answered until the findings 
are reported to someone. Preferably they should be reported to many people 
and in different ways. Clinical trials impose obligations on those who take 
part. They may also expose participants to a higher risk than in typical clinical 
care, such as a first in human phase 1 clinical trial of a drug that has never been 
used in humans. There is little doubt that participants join trials at least partly 
because the study’s result will be useful for someone. Arguably, a researcher’s 
moral obligations towards the participants of research studies they run are 
only met when the findings are publicly and openly reported.

Second, reporting clinical trials helps prevent unnecessary or suboptimal 
treatment or experimentation on future patients and members of the public. 
If we discover that a drug does not work, or even causes harm, but we do not 
tell others, it is as if the study did not happen. In fact, it is even worse, as harm 
could have been avoided. We do not just need to report our findings—​we need 
to report them as soon as possible.
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Beyond these ethical reasons for adequate, timely reporting, there are also 
practical problems associated with poor reporting (2). Overviews of studies 
on a topic rely on being able to find every relevant study conducted. They may 
draw incorrect conclusions if published studies differ from those that remain 
unpublished—​and indeed, ‘negative’ or disappointing studies (to some inves-
tigators, and some others) are less likely to be published. Even when published, 
research articles often fail to provide many basic pieces of information. This 
incomplete reporting can prevent a fair assessment of a study. How an RCT 
is designed and conducted can substantially alter the trustworthiness of its 
findings, as bias can be introduced at every stage in the trial’s lifecycle. Readers 
cannot judge the reliability of findings without adequate reporting of impor-
tant details. Unclear reporting can also obscure the implications of the study’s 
findings. We need study details to determine whether a treatment worked, 
for whom this was shown, and how the treatment was given. Inadequate re-
porting can therefore lead to misallocation of future research funding, dupli-
cation of effort, and other forms of unnecessary research waste. It can hide the 
existence of datasets that could be used for other valid research purposes. It 
can also lead to clinical care that does not reflect the latest discoveries, causing 
preventable harm to patients.

Reporting is thus a key scientific endeavour for all research, but particularly 
for clinical trials given their relevance to patient care.

What is poor or inadequate reporting?

Clinical trial reporting can be inadequate even if the study and its main result 
are reported in an academic journal (2). Table 10.1 lists some common prob-
lems when reporting a trial and ways to prevent them (3–​6).

We need to understand who the trial results might be relevant for. This 
requires clear reporting of who the research participants were and what hap-
pened to them. We also need to understand how the trial was conducted, 
how the data were collected, and what definitions were used. The data col-
lected needs to be clearly reported, including how much there was, and what 
it looked like before analysis or analytic manipulation. This helps the reader 
to understand the results and use them in further research (e.g. a systematic 
review). Those involved in conducting systematic reviews are often frustrated 
by a lack of relevant data in study publications, making it impossible to work 
out whether the study should be included in an analysis, or to use it in a meta-​
analysis that combines data from multiple studies to produce an overall result.

The methods used in a clinical trial must be clearly stated. As we saw earlier, 
not all clinical trials are created equal. We need to know specific things about 
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Table 10.1  Common problems in how journal articles report clinical trial results and 
their remedies

Reporting inadequacy Remedy

Failure to clearly identify 
the study design

	•	 Register the clinical trial
	•	 Follow the CONSORT reporting guidelines (3)   

recommendations when naming the trial results article
Lack of key trial design 
details

	•	 Follow the CONSORT reporting guidelines 
recommendations and relevant extensions 
when reporting key elements of trial design (e.g. 
randomization) in the trial results article

Inadequate intervention 
descriptions

	•	 Use the SPIRIT (4), TIDIER (5), or other area-​specific 
reporting guidelines (e.g. IDEAL framework for surgical 
interventions) (6)

Selective and 
misrepresentative 
reporting of outcome data

	•	 Refer to trial registration and protocol documentation to 
ensure consistency or note and justify changes in the trial 
results article

Lack of clarity on 
treatment compliance

	•	 Provide a CONSORT flow diagram in the trial results 
article

	•	 Report sufficient details in the article on what occurred 
and forms of non-​compliance in the trial results article

Lack of clarity on presence 
of missing data

	•	 Follow the CONSORT reporting guidelines 
recommendations and explicitly state how missing data 
were dealt with in the formation of groups and in the 
analysis in the trial results article

Insufficient reporting 
of outcomes to allow 
assessment of the 
magnitude of effect

	•	 Make the clinical trial dataset available (e.g. in a data 
repository)

	•	 Provide summary data in the trial results article
	•	 Use analyses that quantify the magnitude of the effect 

size and associated uncertainty when analysing trial 
outcomes

Insufficient outcome data 
to allow incorporation in 
reviews and meta-​analyses 
for comparison with other 
studies

	•	 Make the clinical trial dataset available (e.g. in a data 
repository)

	•	 Use supplementary material to include necessary details 
that do not fit in the main text

	•	 Respond to queries from researchers seeking to use data
P-​hacking 	•	 Register the trial and clarify the study’s primary objective 

and outcome in the registration entry
	•	 Specify analyses in a statistical analysis plan

Spin in interpretation 	•	 Ask trial committee members to independently review 
the trial results

	•	 Solicit peer review of the trial results article and other 
outputs by publishing

the study to assess what was done and the associated risk of bias. The results of 
any data analysis, statistical or otherwise, should be reported and summarized 
in an accessible way.

Authors are also obligated to set their findings in the context of previous 
research. Ideally, authors would update a systematic review of the previous 
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studies on this topic by including their new study. At the very least, authors 
should refer to key literature, including any existing systematic reviews and 
their findings and any landmark studies.

Good reporting is hard work

In most area of working life a pedantic colleague can be frustrating and 
might be best avoided. When it comes to reporting research studies, pe-
dantic tendencies are virtuous, particularly for long-​running, hard-​to-​  
conduct studies like clinical trials. For many clinical trials, the study team 
will be tired by the time they get to the point of reporting, some fed up with 
even the name of the study. Yet the hard work of reporting still needs to be 
done before the trial is truly complete, or we risk wasting all the hard work 
that has gone before. Reporting, even good reporting, generally goes unrec-
ognized. People who are precise and insistent on clear and careful reporting, 
within reason and as long as they do not prevent reporting, thus serve a very 
useful role.

An example of a trial with clear and adequate reporting in the academic 
journal article is given in Table 10.2 (7). The Preloading trial was a two-​arm, 
pragmatic trial that evaluated using a nicotine replacement before attempting 
to quit smoking (‘preloading’). All the key elements we require to understand 
the basic design of the study were provided as shown in Table 10.2. We can 
readily see that the control arm had no active intervention. However, the lack 
of a true placebo, which might have been preferable, was noted by the inves-
tigators in the methods and discussion section. Prolonged abstinence from 
smoking, with a 2-​week grace period, was stated to be the key (primary) out-
come of interest, assessed at 6 months. Secondary outcomes were abstinence 
at 4 weeks and 12 months and biologically confirmed abstinence over a 7-​
day period, assessed at the different time points. From the details reported we 
can see the study had a coherent design to address the research question of 
interest.

In one regard at least, the reporting and specification could have been 
better. Although the study had a clearly specified primary analysis method, 
different results were produced from the model (OR, RR, and a risk differ-
ence). It was not clear which was the main result, and how any disagreement 
might be dealt with. Happily, all three effect measure estimates (OR, RR, 
and risk difference) had similar results in terms of statistical significance. 
Although only two of the three estimates were stated in the text shown in 
Table 10.2, the other was reported in one of the article’s tables. The results 
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(continued)

Table 10.2  Reporting key trial information—​text from the Preloading smoking 
cessation trial

Element Example text

Title ‘Effects on abstinence of nicotine patch treatment before 
quitting smoking: parallel, two-​arm, pragmatic randomised 
trial’

Objective ‘To examine the effectiveness of a nicotine patch worn for four 
weeks before a quit attempt’

Population ‘In three recruitment centres, based in Nottingham, 
Birmingham, and Bristol, general practitioners spoke or 
wrote to, emailed, or texted patients listed as smokers on the 
electronic health record and invited them to join the trial as a 
means to stop smoking’

Intervention ‘We asked participants in the preloading arm to use a 21 mg/​
24 h nicotine patch daily for approximately 4 weeks before 
quit day’

Control ‘We aimed to balance participants’ expectations of success 
and to assess adverse events in an unbiased way. A placebo 
would have achieved this but owing to funding restrictions we 
developed a behavioural intervention. We asked participants 
to consider their smoking pattern, to consider the triggers for 
use of particular cigarettes, and to plan ways to reduce these 
cues’

Outcomes ‘The primary outcome was prolonged biochemically validated 
abstinence measured six months after quitting

The secondary outcomes were Russell standard abstinence at 
four weeks and 12 months, and biochemically confirmed 
seven day point prevalence abstinence at four weeks and six 
and 12 months’

Methods—​design ‘This was an open label multicentre pragmatic superiority 
trial, with participants randomised 1:1 to receive or not 
receive a nicotine patch to use for four weeks before quit day’

Methods—​sample size ‘Based on data from similar trials we estimated that 15% of 
participants in the control arm would achieve abstinence at 
six months

We thought that a relative risk of 1.4 was both plausible and 
valuable for patients, implying a 6% absolute difference. 
This gave us a sample size of 893 in each study arm or 
1786 in

total, to achieve 90% power using χ2 test with Yates’s 
correction’

Methods—​primary 
outcome

‘The primary outcome was prolonged abstinence at six 
months, defined by the Russell standard criteria’

Methods—​analysis 
population

‘We followed the Russell standard approach to perform 
an intention to treat analysis for the abstinence outcome. 
Everyone randomised was included in the denominator, 
whenever and however smoking abstinence was assessed, and 
they were presumed to be smoking if this information was 
unknown’
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of the main analysis of the primary outcome, frustratingly for the investiga-
tors, did not meet the pre-​specified standard two-​sided 5% significance level. 
Secondary outcomes analyses were reported and had similar results. A sensi-
tivity analysis (noted to be pre-​planned) adjusting for varenicline prescribed 
1 week post-​quit (30% in the control group versus 22% in the intervention 
group) was significant at all time points. Adverse events were reported and 
were similar in both groups. The discussion was similarly well written and 
began with the primary outcome result, reflecting the failure to show an ef-
fect even though one is plausible given the results. The final summary con-
clusion took into account the other outcomes and further analyses. Overall, 
the researchers suggested the treatment ‘seems to be efficacious’ but ‘prob-
ably’ also reduced the use of another treatment that is known to work. This 
interpretation hinged on the weight given to the secondary and sensitivity 
analyses that sought to deal with the presence of a non-​trial treatment. The 
sensitivity analysis could have introduced bias rather than removing it as 
it adjusted for a post-​randomization factor. Overall, the study was well re-
ported and provided key information which enabled to reader to understand 
the study, what was done, and the interpretation of the investigator to make 
their own judgement.

Element Example text

Methods—​analysis 
method

‘In the primary analysis, we calculated adjusted odds ratios 
using multivariable logistic regression in Stata 14.2 adjusted 
for the stratification variable (centre). We also calculated 
the percentage of participants achieving abstinence, the risk 
difference and risk ratios and 95% confidence intervals using 
the post-​estimation adjrr procedure in Stata v14.2’

Results—​primary 
outcome

‘Biochemically validated abstinence at six months, was 
achieved by 157/​899 (17.5%) of participants in the preloading 
arm and 129/​893 (14.4%) in the control arm: a difference of 
3.0% (95% confidence interval −0.4% to 6.4%); odds ratio 1.25 
(95% confidence interval 0.97 to 1.62), P =​ 0.08 in the primary 
analysis’

Discussion ‘In this pragmatic open label trial, there was no strong 
evidence that four weeks of nicotine patch treatment increased 
the rate of prolonged abstinence at six months in the primary 
analysis’

Conclusion ‘Nicotine preloading with a 21 mg/​24 h nicotine patch for 
four weeks seems to be efficacious, safe, and well tolerated, 
but probably deters the use of varenicline, the most effective 
smoking cessation drug’
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Disseminating trial results

Start early

Dissemination of trial findings cannot be left to the end of the trial, as the 
groundwork for effective dissemination needs to be laid before the results are 
available. At the simplest level, this is done by making the relevant stakeholder 
groups and key decision-​makers aware of the study’s existence. Academic 
and industry studies can be funded in relative isolation from the health pro-
fessionals who might alter their practice based on the findings. Decision-​  
makers, whether regulatory or commissioners of care, similarly need to be 
made aware of the study and its findings. Some means of attracting their at-
tention or reminding them periodically of the study is therefore needed. 
Communication must be kept going during the study to keep interested stake-
holders engaged and ready for the release of the trial findings.

An effective dissemination strategy requires a range of outputs targeting 
different audiences (Table 10.3). It may also require engagement with key 
gatekeepers, such as professional societies, regulatory bodies like the MHRA 
and the FDA, and commissioners of care via relevant communities and repre-
sentatives. Trial registration at the time of set-​up is a key step in making a trial 
visible to others, as well as providing a means for others to assess the final trial 
against what was planned. Registering the study early on a suitable clinical 
trial registry is a key step in dissemination. Registries vary in the level of infor-
mation required and which will be make publicly available. Basic information 
about the aim and basic design of the study, along with contract details, trial 
status, and related publications are basic requirements. Varying level of sup-
port for including trial results are provided on different registries. Some of the 
more commonly used registries are ClinicalTrials.gov, ISRCTN, and the EU 
clinical trials register (8–​10). Clinical trials should be registered at the outset 
and preferably before recruitment begins. Updating the registry to provide the 
results when available may even be a legal requirement as it is in the US.

As well as direct contact and submissions to these groups, a study website and 
social media accounts can help with general awareness of the study. A good web-
site can also be the means by which participants can be updated about the prog-
ress of the study and staff involved in the study can access key study documents 
and the database. Interested researchers may also view the study website. If the 
groundwork is done early, these means of communication will be much more ef-
fective as there will be an existing audience to talk to when the results are ready.
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Perhaps less important than in the past, but still a key part of dissemin-
ating trial results, is presenting the trial progress and results at academic 
conferences and professional special interest meetings. In the past, results 
were often unveiled for the first time at these groups. Increasingly, these 
meetings offer an accessible introduction to the study and its findings and 
a signpost to the academic trial results article and other dissemination 
resources such as the website and social media. This is particularly true 
as the length of conference presentations have shortened in recent years 
(e.g. 10 minutes), and there is so much information relevant to the trial to 
provide.

Table 10.3  Audience and principal communication methods

Principal audience Form of communication

Potential participants 
and anyone who might 
be able to help identify 
them, such as health 
professionals

	•	 Website
	•	 Email
	•	 Trial newsletters
	•	 Trial group meeting for the unveiling of the trial results
	•	 Presentations at professional group meetings (e.g. conference)
	•	 Media pieces (where the study area is particularly topical 

or the patient group is a substantial segment of the public 
population)

	•	 Relevant patient advocacy/​support groups
Research community 	•	 Trial registration

	•	 Journal articles (protocol, statistical analysis plan, trial 
results, etc.)

	•	 Presentations at professional group meetings (e.g. conferences)
	•	 Trial website

Health professional 
communities

	•	 Journal articles (protocol, statistical analysis plan, trial 
results, etc.)

	•	 Presentations at professional group meetings (e.g. conferences)
	•	 Trial website

Members of the public 
and patients with 
relevant conditions 
and diseases (but not 
necessarily eligible to be 
a participant)

	•	 Press release
	•	 TV, radio interviews
	•	 Lay summary
	•	 Podcasts
	•	 Blog posts
	•	 Social media
	•	 Visual abstracts (accessible graphical representations of the 

results)
	•	 Video presenting the trial findings in an accessible manner
	•	 Public engagement events (e.g. in partnership with relevant 

patient advocacy group)
Trial participants 	•	 Participant newsletters

	•	 Personalized/​generic emails
	•	 Moderated social media groups
	•	 Video presenting the trial to potential participants
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The publication in an academic journal of the trial results is still the key 
moment in the dissemination of trial results. However, we also need a range 
of different outputs to reach all relevant audiences. Many journals now in-
clude bullet-​point lists and plain language summaries alongside traditional 
abstracts to increase accessibility. Social media, particularly Twitter, is also 
increasingly part of the process used by funders, journals, investigators, and 
their institutions to try to pique the interest of news outlets, along with more 
traditional press releases.

Different audiences and different means of communication

Traditionally, clinical trials have generally had a single key audience. For   
academic-​led studies it was the clinical community which was typically reached 
by publishing an article reporting the study in an academic journal. The ar-
ticle should be published in a PubMed-​indexed journal (11). Doing so ensures 
multiple formats (title and abstract only, and the full article) are produced and 
disseminated via multiple means (e.g. the journal’s website and social media 
accounts, title and abstract on PubMed and potentially other medical data-
bases). PubMed-​indexed journals are those where the title and abstract of each 
published article will be included in the online PubMed database. Searching 
the PubMed database has become a quick, freely accessible, and indispensable 
way for researchers and health professionals to identify relevant research arti-
cles. In addition to the journal article, a conference presentation or two might 
be made at the relevant medical society meeting either before or after the paper 
is published. In industry-​sponsored phase 1 or 2 trials, it is the internal senior 
management who are the target audience. The aim is to inform the commercial 
and scientific decision of whether to proceed with the drug to the next phase of 
development. For industry-​sponsored phase 3 trials, it is regulatory bodies via 
a regulatory submission, prepared by the sponsoring company.

While these are still arguably the key audiences for these types of clinical 
trials, all clinical trials must also communicate information about themselves 
to multiple audiences using appropriate means. This reflects increasing rec-
ognition of the limitations in what the primary means of communication 
achieve by themselves. It also reflects the need to cater to multiple audiences, 
and changes in legal requirements, and expectations of professional and re-
search communities. For example, expectations around communication with 
the public have markedly changed. It is now common for large phase 3 trials to 
provide accessible summaries to patients as the study progresses, and to sum-
marize the results in ‘Plain English language’.
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A key change in dissemination findings over the last 10 years has been how 
quickly articles can appear in the public domain. No longer are journals the 
only way, as long as someone has a sufficiently large social media presence 
results can be shared quickly and widely. Most large institutions, such as uni-
versities, colleges, and companies, have a dedicated communications team 
ready to help promote the findings of a study. This is often done via a short 
summary of a study’s findings and, for particularly noteworthy trials, their 
initiation and updates. A press release might accompany this, particularly for 
noteworthy findings. Such promotional materials need to be accessible to the 
public to attract attention and facilitate re-​use. However, no matter how ex-
citing the study and its findings, social media promotions only work when 
backed up by other means of communications. They are typically timed for 
the unveiling of findings at a clinical conference, or the publication of an ar-
ticle reporting the results. A full version of the study results should be avail-
able to provide more information to accompany a press release. This will help 
address the inevitable queries that arise about how the trial was conducted 
and further data, and would typically be raised by the release of the result. 
Ideally the press release is arranged to coincide with the publication of the 
results article.

Open access publication is also increasingly important. Articles published 
as open access are freely available to read for all, irrespective of where readers 
are located and whether they have access to a personal or institutional journal 
subscription. Open access publication usually requires the author to pay an 
article processing charge after acceptance. More established and prestigious 
traditional journals tend to charge higher fees than others to make articles 
open access. Increasingly, public and charity research funders are requiring 
open access publication and are providing funding to deliver this.

In the past, there was often a long delay between an article being accepted 
for publication and it finally appearing in print. Many journals now publish 
an ‘online-​only’ version of the article well ahead of their print version (if this 
exists). These online-​only versions are still the final version of the article—​
they have been through peer review, accepted, and formatted to the journal’s 
style. They may simply be missing the final article’s full citation, which is only 
available once the ‘print’ issue is compiled.

Other journals have gone a step further and make available an earlier ver-
sion of the manuscript. The ‘postprint’ or ‘author accepted manuscript’ is the 
version of the article after peer review and unconditional acceptance, but 
before the journal has applied its formatting. Journals share these ‘accepted’ 
manuscripts, often under the same digital object identifier that the final print 
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version will hold. There is usually a caveat that the article may still be subject 
to small changes due to typesetting and proofing.

The practice of sharing preprints has recently become more common in the 
biomedical sciences. Here a version of the article is shared publicly before peer 
review begins. This approach is appealing when study findings are considered 
particularly time-​sensitive. Some journals facilitate preprint sharing of the 
manuscripts submitted to them through their own platforms. Alternatively, 
authors can share their preprints in dedicated preprint servers that function 
completely separately from any academic journal, such as medRxiv (12). An 
article shared on a preprint server does not have to ever be submitted to a 
journal. Colleagues can review and provide comments on these manuscripts, 
again, unconnected to any journal, and authors can make rounds of revisions 
as they wish (13). Most journals do not consider sharing preprints on pre-
print servers to be prior publication. Authors therefore have the option to 
later, or even concurrently, submit to a journal. Using preprint servers in this 
way has become very common in some areas of sciences, such as physics and 
mathematics.

Clinical medicine has been slow to embrace preprints, possibly due to the 
wider array of audiences, the potential speed at which findings might be ap-
plied, and the potential for harm if a study has not been vetted by independent 
assessors. Nevertheless, a few recent high-​profile trials have successfully used 
preprints. The most remarkable example was the preprint publication of the 
trial results article for the RECOVERY COVID-​19 trial. The press release of 
the findings and the preprint article appeared before the formal academic 
publication of the findings. The preprint publication led to changes in clin-
ical practice within days, before the formal publication of the results article 
in a medical journal occurred almost a month later (14). The preprint model 
may help to speed up the publication of key findings. It arguably leads to a 
better final publication, as many more people can review and comment than 
the handful of peer reviewers and editors involved in most traditional journal 
articles. However, it remains to be seen how much clinical trial publication 
practices will move in this direction. The potential for misunderstanding 
and misapplication is perhaps greater than in any other area of science. 
Additionally, clinical trials are very complex studies to report well. As such, 
the slower and multiple-​stage process (away from the general release) has its 
benefits even if it does delay the release of important findings.

As well as the traditional means of publishing an academic article, and pre-
sentations to professional bodies, social media is increasingly used to pro-
mote clinical trials and to disseminate their findings. Along with this there is 
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increasing interest in more accessible forms of presenting both an overview 
of the trial and the key findings of a trial. This includes forms such as visual 
abstracts (a type of infographic used to provide a graphical representation of 
trial findings) (15). Short videos which present the trial and/​or its findings 
and can be shared on social media, and made available via the trial website 
(15). These can be developed with health professionals, patients, or members 
of the public in mind.

In the remainder of this chapter we will focus on the main output needed 
to effectively communicate trial results: the academic journal article re-
porting its main findings. We will also consider the merits of sharing the 
trial dataset.

Academic journal articles

The critical importance of reporting as part of the research endeavour was 
recognized back in the 1950s as a key step in the clinical trial process (1,16). 
Nevertheless, it is only in the last 10–​20 years that the quality of reporting 
has perhaps received the attention it deserves. As the decades progressed, the 
value of clear and comprehensive reporting has become clearer, regrettably 
in its absence in an increasing proportion of studies. The complexity of clin-
ical trials and the multifaceted nature of what needs to be reported has also 
become clearer. Different aspects of clinical trials have been explored meth-
odologically and through reviews of published clinical trials have highlighted 
areas for improvement (2,17). Thankfully, standards of reporting seem to be 
rising, although they are still not what they ought to be (18).

Perhaps the most important step in improving reporting has been the cre-
ation of a clear and well-​developed reporting guideline, the CONsolidated 
Standards of Reporting Trials (CONSORT) statement, in 1996 (3). Reporting 
guidelines are checklists, flow diagrams, or structured text to guide authors 
in reporting a specific type of research and aim to remind authors of the min-
imum information readers need. Although CONSORT focuses on RCTs, its 
impact has been felt on all clinical trials and beyond into almost all areas of 
medicine. It has inspired the creation of similar guidelines for reporting sys-
tematic reviews, cohort studies, and many other study designs and clinical 
areas.

CONSORT was updated in 2010, and a new update is in progress. The 
current CONSORT statement includes a 25-​item checklist for reporting, 
along with a helpful companion explanation and elaboration article that 
explains why each item is needed and gives examples of good reporting from 
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published papers. The checklist is reproduced in Table 10.4 (19). It covers the 
various sections of an article: title, abstract, background, methods, results, 
and discussion. It also covers key information important to understanding 
a trial, such as the availability of the study protocol and trial registration 
number. Many journals request authors of clinical trial results articles to ad-
here to CONSORT. Some require authors to indicate on a checklist on which 
page of their manuscript each item has been reported. The completed check-
list is submitting alongside the trial results article as evidence of sufficient 
reporting.

A similar reporting guideline exists for RCT protocols (SPIRIT) (4) and 
interventions (TIDieR) (5). Many other standards exist for RCT-​related 
aspects of reporting, such as the DELTA2 statement for reporting sample size 
calculations (20). The EQUATOR Network provides an extensive list of re-
porting guidelines for all types of human health research studies (21).

The CONSORT statement also suggests that authors include a partici-
pant flow diagram in their manuscripts. This recommendation has been as 
important for ensuring adequate reporting as the full checklist. Building on 
previous figures used to illustrate earlier studies, it helpfully provides an over-
view of the study conduct and is often the easiest way to quickly understand 
the basic design and running of an RCT. The diagram neatly shows the flow 
of individuals. This starts with assessment for eligibility, to being approached 
to take part in the study, and then to being randomized and allocated to each 
treatment group. Within the treatment groups, the flow of participants and 
whether they receive or not the allocated intervention is given. Similarly, the 
available data at the key time points in participant follow-​up and how people 
were included in the analysis is given for the randomized group.

An example CONSORT flow diagram is given in Figure 10.1 for the pre-
loading example we considered earlier in this chapter (7). It clearly summarizes 
the assessment of eligibility and who eventually participated in the study. The 
number of participants in each randomized group as time progresses is shown. 
All participants are clearly accounted for at the primary outcome time-point (6 
months). However, for some of the other time-points this is not the case. Clearly 
reporting data availability over multiple time-points is not straight-forward. 
Loss of contact with participants can be seen to grow over the follow-​up time, 
with about 80% providing information at 6 and 12 months. Compliance data 
were reported separately in the text of the article, reflecting a modification to 
the basic flow diagram structure. The point being the information was made 
available in the article whether in the figure, in the text, or both.

A growing number of extensions to the main CONSORT statement have 
been developed to address additional needs for alternative trial designs (e.g. 
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Table 10.4  CONSORT 2010 list of reporting items

Section of 
article

Checklist item Description

Tile and 
abstract

Identification Identification as a randomized trial in the title
Structured summary Structured summary of trial design, methods, 

results, and conclusions (for specific guidance 
see CONSORT for abstracts)

Introduction Background Scientific background and explanation of 
rationale

Objectives Specific objectives or hypotheses
Methods Trial design Description of trial design (such as parallel, 

factorial) including allocation ratio
Important changes Important changes to methods after trial 

commencement (such as eligibility criteria), 
with reasons

Participants: eligibility Eligibility criteria for participants
Participants: settings Settings and locations where the data were 

collected
Interventions The interventions for each group with sufficient 

details to allow replication, including how and 
when they were actually administered

Outcomes Completely defined pre-​specified primary and 
secondary outcome measures, including how 
and when they were assessed
Any changes to trial outcomes after the trial 
commenced, with reasons

Sample size: determination How sample size was determined
Sample size: interim 
analyses

When applicable, explanation of any interim 
analyses and stopping guidelines

Randomization: sequence 
generation method

Method used to generate the random 
allocation sequence

Randomization: type Type of randomization; details of any 
restriction (such as blocking and block size)

Randomization: allocation 
concealment

Mechanism used to implement the random 
allocation sequence (such as sequentially 
numbered containers), describing any 
steps taken to conceal the sequence until 
interventions were assigned

Randomization:   
implementation

Who generated the random allocation 
sequence, who enrolled participants, and who 
assigned participants to interventions

Blinding: summary If done, who was blinded after assignment to 
interventions (e.g. participants, care providers, 
those assessing outcomes) and how

Blinding: similarity If relevant, description of the similarity of 
interventions

Statistical methods: primary 
and secondary outcomes

Statistical methods used to compare groups for 
primary and secondary outcomes
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Section of 
article

Checklist item Description

Statistical 
methods: additional 
analyses

Methods for additional analyses, such as 
subgroup analyses and adjusted analyses

Results Participant 
flow: randomized, 
complied, and analysed

For each group, the numbers of participants 
who were randomly assigned, received 
intended treatment, and were analysed for the 
primary outcome

Participant flow: losses and 
withdrawal

For each group, losses and exclusions after 
randomization, together with reasons

Recruitment: dates Dates defining the periods of recruitment and 
follow-​up

Recruitment: stopping Why the trial ended or was stopped
Baseline data A table showing baseline demographic and 

clinical characteristics for each group
Numbers analysed For each group, number of participants 

(denominator) included in each analysis and 
whether the analysis was by original assigned 
groups

Outcomes and estimation For each primary and secondary outcome, 
results for each group, and the estimated effect 
size and its precision (such as 95% confidence 
interval)
For binary outcomes, presentation of 
both absolute and relative effect sizes is 
recommended

Ancillary analyses Results of any other analyses performed, 
including subgroup analyses and adjusted 
analyses, distinguishing pre-​specified from 
exploratory

Harms All important harms or unintended effects 
in each group (for specific guidance see 
CONSORT for harms)

Discussion Limitations Trial limitations, addressing sources of 
potential bias, imprecision, and, if relevant, 
multiplicity of analyses

Generalizability Generalizability (external validity, 
applicability) of the trial findings

Interpretation Interpretation consistent with results, 
balancing benefits and harms, and considering 
other relevant evidence

Other 
information

Registration Registration number and name of trial registry
Protocol Where the full trial protocol can be accessed, if 

available
Funding Sources of funding and other support (such as 

supply of drugs), role of funders



246  An Introduction to Clinical Trials

Screened (n = 3837)

Randomised (n = 1792; 46.7%)

Control (n = 893; 49.8%)
Withdrawn or died (n = 6)

No contact (n = 51)

Contact 2 (–3 weeks) (n = 836; 93.6%)
Withdrawn or died (n = 10)

No contact (n = 155)

Contact 3 (+1 week) (n = 728; 81.5%)
Withdrawn or died (n = 13)

No contact (n = 97)

Contact 4 (+4 weeks) (n = 783; 87.7%)
Withdrawn or died (n = 13)

No contact (n = 97)

Contact 5 (+6 months) (n = 733; 82.1%)
Withdrawn or died (n = 16)

No contact (n = 144)

Invited to 6 month validation (n = 251)
Attended (n = 199)

Contact 6 (+12 months) (n = 700; 78.4%)
Withdrawn or died (n = 24)

No contact (n = 169)

Invited to 12 month validation (n = 226)
Attended (n = 171)

Contact 4 (+4 weeks) (n = 802; 89.2%)
Withdrawn or died (n = 1)

No contact (n = 32)

Invited to 6 month validation (n = 263)
Attended (n = 209)

Contact 6 (+12 months) (n = 689; 76.6%)
Withdrawn or died (n = 20)

No contact (n = 190)

Invited to 12 month validation (n = 255)
Attended (n = 204)

Contact 5 (+6 months) (n = 728; 81.0%)
Withdrawn or died (n = 14)

No contact (n = 157)

Contact 3 (+1 week) (n = 727; 80.9%)
Withdrawn or died (n = 1)

No contact (n = 32)

Contact 2 (–3 weeks) (n = 836; 93.6%)
Withdrawn or died (n = 1)

No contact (n = 32)

Intervention (n = 899; 50.2%)
Withdrawn or died (n = 1)

No contact (n = 32)

Excluded (n = 2045):
  Unsuitable (n = 490; 12.8%):
    Age <18 years (n = 6)
    Unwilling to quit in 4 weeks (n = 48)
    Unwilling to preload (n = 115)
    Unwilling to undertake study procedures (n = 29)
    Unwilling to be randomised to control group (n = 56)
    Skin problems precluding patch use (n = 133)
    Myocardial infarction or stroke within 3 weeks (n = 29)
    Pregnant or planning pregnancy (n = 8)
    Active phaeochromocytoma or hyperthyroidism (n = 8)
 Unwilling to participate (n = 1263; 32.9%)
 Eligible and booked for first appointment but did not attend (n = 292; 7.6%)

Figure 10.1  Example CONSORT flow diagram (from the Preloading smoking cessation 
trial) (7).
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cluster trials), specific intervention types (e.g. non-​drug treatments), and spe-
cific aspects of reporting (e.g. abstracts and harms) (3). If used appropriately 
alongside the main CONSORT statement, these extensions further enhance 
the reporting of the relevant aspects of trial design and conduct. While aca-
demic publication is a necessary step, it is not sufficient on its own. Increasingly 
the sharing of the corresponding data in some manner is required.

Making the data available

Many errors in reporting and statistical analysis can be identified in a trans-
parently reported study. It is possible to identify fundamental problems in 
study design or even potential cases of scientific fraud from the trial results 
article alone (22). Other errors may not be readily identifiable and only if the 
reported results are particularly implausible or the model is clearly inappro-
priate, such as errors in the specification of a statistical model that uses three 
or more variables. Only independent verification of findings can give the final 
reassurance that there are no reproducibility issues. The sharing of trial data 
has therefore received increasing prominence over the last 10 years, particu-
larly due to how easy electronic data transfer has become.

Sharing data has other benefits. Other researchers can produce the sum-
mary values they need, which may differ from those presented in the trial 
results paper. Systematic reviewers can conduct individual patient data ana-
lyses that fully utilize the potential information from included studies, rather 
than simpler analyses based on data summaries such as the number of people 
in each group and how many had an event. The robustness of the reported 
findings can be explored in greater detail than in the main analysis. Later re-
search may raise a related research question not anticipated at the time of 
conducting the main trial analysis. Additional questions can be addressed 
beyond the work of the main paper. Datasets can also be used to evaluate re-
search methodologies in real-​world data rather than simulated data. They 
can also serve as examples as we have done with the IST and LEAP trials data 
in Chapter 9 both of which are available to anyone to access (23). This may 
be done via a data repository through which datasets from clinical trials like 
other studies can be made freely available (24).

Given these benefits, why are so few datasets made available for other research-
ers or interested parties? Clinical trials are planned experiments, and this planning 
should include their analysis as we have already noted. Making data available 
opens the study up to potential spurious findings, whether due to multiplicity of 
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analyses or data misuse. As a consequence, many trial groups favour a ‘controlled 
access’ model of data sharing. Data are made available in response to reasonable 
requests, provided certain conditions are met, rather than making data freely 
available via an institutional or journal website, or via a data repository.

Clinical trials are also time-​consuming, expensive endeavours. Those who 
have undertaken this burden have a natural sense of ‘ownership’ over the in-
itial use of the data and are often best placed (at least in principle) to use it as 
they understand it better than anyone else. The trial team may have planned 
further secondary outputs. The timing of data sharing, whether the whole 
dataset or a portion, is therefore not clear in every case. When data are eventu-
ally shared and used, some method of recognition of those who undertook the 
original study seems appropriate. An acknowledgement in a future publica-
tion can seem like scant recognition for the hard slog of conducting the study 
which any secondary work is entirely dependent on.

Furthmore, publishing of data is hard work. It requires more documenta-
tion and clarity than otherwise might be needed. Data sharing requires care 
to ensure that only certain, non-​identifiable data are shared. It is generally 
accepted that further sharing of the participant level data requires the express 
permission of the individuals concerned if there is any identifiable informa-
tion. This implies a corresponding statement on any consent form, and in the 
protocol and any related ethical review submission. Restrictions on sharing 
data are often legally enforced via data protection laws (e.g. common law 
and the Data Protection Act 2018 in the UK) and governmental regulations. 
Fortunately, meeting these requirements is not an insurmountable issue, as 
the level of information from clinical trials that most potential users would 
like to have access to matches them. However, researchers cannot simply 
‘dump’ all of the data from a study online. They must process and review the 
data to maintain the rights of those who took part, sometimes withholding 
certain data from sharing or converting data into a format that is less identi-
fiable. For example, age (in years) could be shared but not date of birth. They 
may need to review hundreds or even thousands of variables. In some cases, 
someone will have to go through each individual’s information for some data 
variables to ensure no personal data are accidently shared. Personal data may 
be sharable with others, provided they commit to maintaining these data se-
curely, and appropriate permissions have been received. Shared data are typ-
ically anonymized to ensure no one is identifiable and explicit permission 
for the sharing is not required. Trials groups and institutions that sponsor 
research have developed systems and processes to ensure data are man-
aged and processed appropriately, including secure sharing. However, this 
adds further work, often without dedicated time, funding, or professional 
recognition.
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Nevertheless, expectations for data sharing have increased over the last 10 
years. Some public sector and charity funders now insist on data being avail-
able for at least some purposes. Regulatory bodies may request access to the 
data, and journals may request independent assessment if the integrity of re-
search findings are queried. Data sharing is now increasingly part of the re-
porting process and trialists should expect to share at least some part of their 
collected data. Some handy practical guidance on how to make clinical trial 
data are available, although local laws and institutional policies vary (25).

Summary

The reporting of clinical trials should be seen as an ethical imperative and a 
key step in the scientific process. Over the last 20 years, there has been a shift 
in the modes and mechanisms of reporting and how to engage with interested 
stakeholders and disseminate findings. Social media holds an increasing role 
in promotion, along with engagement with decision-​makers. Making data 
available is also becoming more common, typically using a controlled access 
model. Clinical trial journal articles reporting the main results are the key-
stone of clinical trial reporting. From the scientific perspective, they are the 
foundation upon which other reporting and dissemination endeavours stand 
or fall. However, other forms of dissemination are increasingly important.
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Glossary of key clinical trial terms

Adaptive trial A type of clinical trial which uses a study design where specific adaptations 
to the study design part way through the conduct of the clinical trial are allowed for.

Adverse event An incident involving a participant in a clinical trial. Adverse events vary 
in their seriousness. Whether they are of an anticipated nature, thought to be related 
to the clinical trial, and specifically related to the treatments under evaluation are key 
attributes to consider.

Allocation concealment When there is no knowledge of future allocations. Maintaining 
allocation concealment requires the provision of the next allocation without revealing 
future allocations. It also requires the previous allocation to not reveal the next alloca-
tion. Different approaches can be used to ensure this. These include ensuring a different 
person generates the sequence (and has access to it) from the individual who recruits to 
the randomized controlled trial.

Bayesian statistics An approach to statistics which seeks to update prior evidence (be-
lief) with the new data provided by the current study. It differs from the conventional 
(or frequentist) statistical approach in a number of key regards such as the need to 
explicitly quantify prior evidence, along with specifying how the existing informa-
tion will be updated. The name comes from the Reverend Thomas Bayes who used 
a formula now known as Bayes theorem to update the probability of an event given 
new information.

Bias The tendency to produce an estimate which is not a fair reflection of the true state. In 
the context of clinical trials, it is an inclination to favour one treatment over the other 
which is not a true reflection of the respective effects of the treatments. Different sources 
of bias can exist. The presence of a source of bias does not necessarily mean the finding 
of a study is wrong.

Blinding The absence of knowledge of the treatment allocation given to participants. The 
term masking is often used to indicate the same thing. Different individuals involved in 
a randomized controlled trial can be blinded or not.

Clinical trial A planned scientific study involving human participants which is conducted 
to learn about the safety and ‘efficacy’ (i.e. positive medical effect) of a medical treat-
ment or related care. Related care includes screening and use of diagnostic tests. The 
term ‘clinical trials’ like many academic terms has been used in various ways. At points 
it has been used to indicate any study evaluating a treatment. However, a narrower usage 
is more common, which is restricted to those with some prospective data collection 
to compare medical interventions (usually treatments). The term is now commonly 
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applied to studies evaluating ‘medical devices’ as well as drugs and other treatments like 
surgery.

Confidence interval A range of values for the parameter of interest (e.g. mean difference) 
which contains the true value with the stated level of confidence. Confidence here refers 
to the desired percentage of times the true value is contained in the interval if the anal-
ysis were to be undertaken repeatedly (i.e. assuming random sampling). Typically, in a 
clinical trial, this confidence is set at the 95% level which corresponds to a two-​sided 5% 
significance level (i.e. a 95% confidence interval is produced).

Control The treatment to which the intervention is intended to be compared. The con-
trol treatment can be a variety of different things including a placebo, alternative active 
treatment, current practice, or the absence of the intervention treatment.

CTIMP A clinical trial of an investigational medicinal product (IMP). To be a CTIMP, a 
clinical trial has to evaluate at least one IMP.

Follow-​up The process by which the involvement of a participant in a clinical trial is 
tracked and relevant treatment, safety, and efficacy data are collected.

Informed consent Agreement to take part in a clinical trial from an individual who has 
sufficient understanding of the implications of taking part.

Intention to treat Grouping of the data in the statistical analysis in the way which reflects 
the randomization process when analysing a randomized controlled trial. It is the ‘in-
tent’ to give the treatment, not the receipt of it, which is the determinant of the groups 
(i.e. groups are ‘as randomized’).

Interim analysis A formal statistical analysis conducted part way through the conduct of a 
clinical trial in order to make a key decision about the study’s continuation.

Intervention The treatment which is being evaluated in the clinical trial. Typically, the 
intervention is a new treatment (e.g. a new drug) which is compared in the study to a 
control treatment.

Investigational medicinal product A drug which meets the legal regulatory definition of 
an Investigational Medicinal Product (IMP). This terminology is used in the UK and 
European Union member states. In the US, the corresponding terminology invoking 
regulatory implications is ‘Investigational New Drug’. Elsewhere the terminology may 
be ‘investigational’ medicine, product, or drug.

Outcome A measure by which the effect of a treatment can be quantified. The outcomes 
collected in a trial can be subdivided into primary and secondary outcomes. The pri-
mary outcome is the one which the main research question most directly relates to. 
Other outcomes are classified as secondary outcomes. Outcomes in clinical trials may 
also be categorized according to whether they are considered to mainly relate to the ef-
ficacy or safety of the treatments.

Participant An individual involved in the clinical trial and for whom data will be collected 
and analysed. Typically, these individuals are patients with a condition for which the 
treatments are intended though this is not always the case.
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Placebo An intervention which mimics a treatment being evaluated in a study but does 
not contain the active ingredient/​critical element.

Population The group of interest to whom the evaluation pertains.

P-​value The probability of a result as or more extreme than the one observed assuming the 
null hypothesis is true. The null hypothesis varies according to the framing of the study’s 
research question. In the context of clinical trials, the null hypothesis is usually that 
there is no difference between the intervention and control (i.e. addressing a 2-​sided 
superiority question). The p-​value is one of a number of possible ways to summarize the 
findings from a statistical analysis.

Randomization The process by which a random treatment allocation is produced. Three 
main types of randomization exist: simple, restricted, and outcome-​adaptive.

Randomized controlled trial A scientific study where the intervention and control (e.g. 
treatments) under evaluation are allocated to participants according to a random pro-
cess. The name is often shortened to RCT.

Sample size The number of individuals involved in a clinical trial. Typically, a sample size 
calculation is carried out in advance to determine the number of individuals needed 
in order to provide reassurance that the study is likely to achieve its primary objective. 
Conventionally this is framed in terms of having sufficient statistical power given a set 
of assumptions related to the outcome data and planned statistical analysis, and a pre-​
specified statistical significance level.

Sequence generation The process by which the sequence of random allocations is gener-
ated for a randomized controlled trial. A variety of approaches could be used ranging 
from tossing a coin to automated telephone and  webpage-​based computer-​generated 
allocation systems. The approach used has implications for the provision of the alloca-
tions, and also for allocation concealment.

Statistical power The probability that a difference of a pre-​specified magnitude will be 
detected in the planned statistical analysis given a set of assumptions relating to the 
study design, outcome data and planned statistical analysis.

Statistical significance The term used to signify a level of statistical evidence relating to 
how unusual the observed data are given the statistical analysis carried out. It is conven-
tionally defined by selecting a probability (alpha) level which is then applied to a statis-
tical analysis result. For the result to be ‘statistically significant’, the p-​value has to less or 
equal to this value. Typically, in a clinical trial this statistical significance level is set at 5% 
and a difference in either direction (two-​sided, i.e. higher or lower in the intervention 
than the control group) is allowed for. Correspondingly, the 100 × (1 − alpha)% confi-
dence interval from the analysis of a randomized controlled trial would have to exclude 
the value of no difference (e.g. zero for a 95% confidence interval for the mean differ-
ence) for the result to be considered ‘statistically significant’. Statistical significance does 
not necessarily imply that the finding has any clinical or practical significance. Such a 
judgement has to be based on consideration of the magnitude and object of interest (e.g. 
a X treatment effect in Y is viewed as important).
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Study design The basic framework of the study. A randomized controlled trial is a specific 
type of study design of which there are a number of variations. Other types of clinical 
trials use different study designs.

Target difference The difference in the outcome of interest which the study sample size 
calculation is based upon. Various approaches can be used to determine the approach 
value to use including seeking to find the smallest value that is viewed as clinically im-
portant (e.g. minimum clinically important difference).
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